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Abstract

I address the decomposition of the differences between the distribution of outcomes
of two groups when individuals self-select themselves into participation. I differentiate
between the decomposition for participants and the entire population, highlighting how
the primitive components of the model affect each of the distributions of outcomes.
Additionally, I introduce two ancillary decompositions that help uncover the sources
of differences in the distribution of unobservables and participation between the two
groups. The estimation is done using existing quantile regression methods, for which I
show how to perform uniformly valid inference. I illustrate these methods by revisiting
the gender wage gap, finding that changes in female participation and self-selection
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1 Introduction

Decomposition methods have been widely used to understand the sources of differences
between the outcomes of two groups. Following the seminal works by |Oaxacal (1973))
and Blinder| (1973), mean differences between two groups have been attributed to either
differences in mean covariates (endowments effect/composition component) or differences
in the slope parameters (coefficients effect/structural component). Subsequently, several
methods have been proposed to account for differences between other features, such as
the unconditional quantiles of the distribution. These decompositions typically rely on the
ignorability assumption (selection on observables).

However, individuals present in the decomposition often constitute a self-selected sample.
This requires accounting for it to estimate the structural parameters using sample selection
methods. Moreover, the decomposition of a feature of the outcomes between two groups
could depend on differences the unobservables that depend on the amount of self-selection
and participation for each group. This is the case if one considers the distribution of actual
outcomes rather than the distribution of potential outcomes that would be observed if
everyone participated.

Additionally, sample selection raises the question of which population is the target of
the analysis: just participants or the entire population. In the first case, the comparison is
between those individuals with non-zero outcomes. For example, one could be interested in
understanding the differences in labor earnings of two groups of employed workers. However,
it can be argued that including non-participants provides a more comprehensive comparison.
This would amount to include unemployed workers in the analysis.

This paper makes the following contributions. First, I propose several decompositions
according to the target population and the distribution feature of interest. Specifically,
I consider decompositions for participants and the entire population for actual outcomes.
Second, I also consider two ancillary decompositions of the propensity score and the average
value of the unobservable variable that affects the outcome, often interpreted as ability.

Third, I estimate the functionals that are used in the decomposition using the Quantile



Regression with Selection (QRS) estimator proposed by |Arellano and Bonhomme| (2017)). I
show the asymptotic properties of the estimated components of the decomposition, as well
as how to carry uniformly valid inference.

In the absence of self-selection, individual actual and potential outcomes coincide. In
contrast, actual outcomes equal zero for non-participants when there is self-selection. Hence,
there are two potentially relevant target populations to consider: just participants, who have
a non-zero outcome, and the entire population, which also includes non-participants. The
decomposition for both populations are related, and either could be more appropriate to
analyze. I consider both of them, highlighting their differences and similarities in a general
framework and under some simplifying assumptions. Furthermore, because differences in the
unobservables can account for differences in the actual outcomes, the type of decompositions
presented here differ from those that focus on the potential outcomes when every individual
is assumed to participate.

Under the ignorability, differences in outcomes can be split into differences in covariates
and differences in the returns to the covariates. However, when there is sample selection
on unobservables, there are two additional components that can explain the differences
between the two groups. The first one is the selection component, which reflects how, caeteris
paribus, the unobserved characteristics of a group may be more or less positively selected
relative to those of the other group. The other one is the participation component, which
reflects differences in outcomes that can be attributed to the differences in the participation
rates between the two groups. This extends the decomposition into three components in a
triangular model with a binary treatment considered in |Pereda-Fernandez| (2019).

Most decompositions in a cross-sectional data setting have imposed no selection on
unobservables.E] This problem has been highlighted, e.g., by [Kunze| (2008)) or Huber| (2015).
Some exceptions include [Neuman and Oaxacal (2003} 2004) and Mora| (2008)), who used the
Heckit correction to obtain their estimates corrected for selection or [Cukrowska-Torzewska

and Lovasz| (2016), who used a multinomial correction model. More recently, [Huber et al.

!There exist works that explicitly account for time-invariant unobservables in a panel data setting. See
Fortin et al|(2011) and references therein for further details.



(2020) used mediation analysis tools to decompose the mean gap with sample selection
under the assumption that the effect of the unobservables is homogeneous (e.g., if the model
is additively separable).

A common feature of these works is that they are only concerned with decompositions
of mean differences. In contrast, the focus gradually expanded to analyze other features,
including unconditional distributions. The latter are particularly relevant, as many statistics
of interest can be expressed as a function of it. Regarding estimation, there exists a wide
menu of available methods, including those based on quantile regression (Machado and Matal,
2005; Melly, 2006; Chernozhukov et al.;|2013), on distribution regression (Chernozhukov et al.
(2013) and on reweighting (DiNardo et al., |1996; |[Firpo et al., [2018)). A thorough review of
the advantages and disadvantages of each method is found in [Fortin et al.| (2011).

A decomposition into four components has previously been considered by |Chernozhukov
et al. (2019), who also used it in a sample selection framework with a distributional regression
estimator. The main difference with respect to the one considered in this paper regards the
structural functions employed to model the outcomes. In their paper, they use bivariate
Gaussian distributions to model the sample selection locally, whereas the approach in this
paper is to model the unobservables with a copula globally. This allows to interpret the
unobservables as the conditional ranks in the distribution of potential outcomes. Moreover,
it is straightforward to relate differences in the value of these unobservables between the two
groups to differences in the copula, the propensity score and the distribution of covariates,
which may be of independent interest for the researcher.

Other related works are Maasoumi and Wang| (2017)) and [Maasoumi and Wang] (2019)).
In the first one they estimate the differences between functions of the distributions of the
two groups for the selected sample and they bound the differences for the entire population.
In the second one they analyze the evolution of the gender wage gap in the US using the
estimator proposed by |Arellano and Bonhomme, (2017)), including a decomposition of the
gap between the two distributions of potential wages for the entire population. There are

some differences between this paper and Maasoumi and Wang (2017, 2019)). First, I consider



differences between the actual distributions and relate them to the different primitives of
the model. Second, I consider four different sources of variability, which can shed some light
on the determinants of the gap. The latter can be a problem not just if sample selection is
ignored, but also if one analyzes the distributions of potential outcomes ignoring the fact it
combines participants and non-participants.

For estimation purposes, I consider a nonseparable model with a univariate unobservable
variable in the outcome equation, which naturally points at quantile regression methods. The
QRS estimator can estimate the structural function that relates potential wages to covariates
and unobservables and the copula that captures the amount of self-selection. This, together
with an estimator of the propensity score and the sample distribution of covariates are all
the ingredients needed to estimate the different components of the decomposition. Moreover,
I discuss under which assumptions alternative estimators can be used.

The decomposition methods have been applied to a wide variety of topics, including
test scores gaps between gender (Sohn, [2008]), schools (Krieg and Storer, 2006) or countries
(McEwan and Marshall, 2004), differences in students’ enrollment (Borooah and Iyer} [2005)),
differences in health insurance coverage between different demographic groups (Bustamante
et all [2009), or gender differences in smoking behavior (Bauer et al.; 2007). However,
most decomposition studies revolved around wage gaps between gender Kunze| (2008), race
(Barsky et al., |2002), unionization status (Card, [1996), or public-private employees (Depalo
and Pereda-Fernandez, 2020)).

I apply the methods presented in this paper to decompose the gender wage gap. I
revisit the estimates by [Maasoumi and Wang| (2019)), which are based on the Current
Population Survey for the period 1976-2013. I perform several decompositions, considering
different population targets (actual earnings for participants and the full population, as well
as potential outcomes for the full population) and several statistics (mean, unconditional
distributions and generalized entropy indices). I find that considering just employed workers
understates the wage gap relative to consider the entire population. However, the gender gap

has substantially diminished over the period considered in both cases. The main contributing



factors for this reduction are the increase in female participation, and the increase in the
average value of both observed and unobserved characteristics of employed females.

The rest of the paper is organized as follows: Section [2] presents the model and the main
functions of interest. The decompositions of interest are presented in Section [3] including
particular cases of interest that are nested in the more general model. Section [f] describes the
estimation of the decompositions for the general model in detail, suggesting other feasible
methods under some simplifying assumptions. In Section [5]I discuss several particular cases.

Section [6] presents the empirical application and Section [7] concludes.

2 The Model

Consider the following selection model:

Y=9gp(X,U)S (1)

S=1(mp(Z)—V >0) 2)

where Y denotes the continuous outcome of interest, X a set of predetermined covariates,
Z = (Z1,X") is composed of the instrument Z; and the predetermined covariates, S is a
binary indicator for participation, D is an observed variable that denotes the group to which
the individuals of the population can belong, and U and V are two unobservable random
variables. Equations conform a sample selection model that allows for a broad class of
differences between individuals of different groups. For expositional simplicity, we focus on
the leading binary case, 7.e. D =0, 1.

This system can be used to model several economic phenomena, such as labor wages,
denoted by Y. These could be different for people belonging to different demographic groups,
like gender (D). Equation [2reflects the fact that only employed workers (S = 1) have a wage.
The latter is determined by Equation [I} and it depends on their observed and unobserved

characteristics, respectively given by X and U.



Following Heckman and Vytlacil (2005), the distribution of V' can be normalized to be
uniformly distributed on the unit interval. This is convenient, as 74 can now be interpreted
as the propensity score. Moreover, if the same normalization is applied to the distribution
of U, Equation [l uses the Skorohod representation, allowing us to interpret gy (x,u) as
the structural quantile function (SQF). These normalizations offer two advantages: the
distribution of the unobservables, denoted by Cy, (u,v) =P (U <u,V <wv|D =d, X = x),
can be interpreted as a copula and, by taking the inverse of the SQF with respect to U, one
obtains the conditional distribution of potential outcomes if all were participantsﬂ

On top of being convenient from an estimation perspective, the copula conveys some
important information for the policy maker regarding some counterfactual scenarios. It
captures the amount of self-selection on unobservables, linking the participation decision
to the outcome. Negative amounts of correlation are associated with positive selection of
individuals into participation. Consequently, the more negative the amount of correlation,
the lower the potential outcomes of non-participants relative to participants.

To show that these normalizations are without loss of generality, consider an alternative
data generating process determined by functions gp and 7p, as well as the distribution of

the unobservables FU,VI p.x- Their observational equivalence is established by Lemma :

Lemma 1. Let Y = gp (X, [7) S and D =1 (frD (Z) -V > O), where the distribution of
the unobservables is given by FU,\7|D,X (U, V|D, X), with marginal distributions FU|D,X and

Fy\px, that may depend non-trivially on X. Then, there exist gp, mp such that the model
given by Equations[I{3, where U|D,X ~ U [0,1] and V|D, X ~ U|[0,1], generates the same
distribution of (Y, S, D, Z).

The conditions for identification are listed in|Arellano and Bonhomme| (2017). In addition
to some standard assumptions (exclusion restriction, continuous outcomes, propensity score

strictly within the unit interval and a well-defined continuous copula for the unobservables),

2This constitutes a conceptual difference relative to Chernozhukov et al. (2019). They model the relation
between the outcome variable and the participation decision using a bivariate model that is observationally
equivalent. However, it is not possible to interpret the distribution of the unobservables as a copula with
their representation. Hence, the interpretation of their unobservables is less clear, as they are locally defined.



they require either identification at infinity or a continuous instrument and that the copula
be real analytic with respect to its second argumentﬂ One could relax the latter by
imposing a parametric assumption, a possibility considered in Appendix [C| Additionally,
these assumptions can be relaxed if the copula is homogeneous with respect to the covariates

and one uses variation in the covariates as a source of exogenous variation.

3 Decompositions

Decompositions typically vary according to the distributional feature that is decomposed,
such as the mean difference or of unconditional quantiles. Sample selection introduces two
additional margins of choice regarding which decomposition to make. First, because only a
fraction of the population participates, one could consider a decomposition for participants
or for the entire population, assigning a value of zero for non-participants. Moreover, the
distribution of the unobservables for participants and non-participants differ, making the
distributions of actual and potential outcomes differ, too. The focus of this paper is on

distributions of actual outcomes, both for participants and the full population.

3.1 Primitives of the Decompositions

The decomposition of the outcomes for either participants or the entire population requires
to account for the following primitive functions: the SQF, g4 (z,u), the propensity score,
74 (2), the marginal distribution of the covariates, Fg(z), and the conditional copula of
the unobservables, Cy, (u,v), for d = 0,1. This contrasts with decompositions of potential
outcomes, which account for selection only to estimate the structural parameters, and then
base the decomposition on the SQF and the propensity score.

The leading feature that is decomposed is the mean outcome. This requires assigning a
value to the counterfactual mean outcome for the population of interest when a combination

of the distribution of the covariates or the estimated coefficients are changed to match those

3The set of assumptions required for identification by |(Chernozhukov et al.| (2019) is different, though they
are related. They provide a comparison of both sets of assumptions in their paper.



of the other group. Following the previous discussion, the mean outcome for participants
with the distribution of the observables of group h, the SQF of group k, the copula of group

[ and the propensity score of group m is given by

E[y"ms —1] = /Z /0 o (2, 0) dGra (u, 7 (2)) AL (2) (3)

where Gy, (u,v) =P (U <wulD=d, X =2,V <v) = Cu(0) Jenotes the copula conditional

v

on participation. This is the channel through which the unobservables affect the mean

outcome. Similarly, the counterfactual value for the entire population is given by

E [y"n] = /Z /0 g (2, 0) dCla (u, T (2)) AF (2) ()

More generally, one can obtain equivalent expressions for the distributions for each group,
that constitute the building blocks for other functionals of interest, notably unconditional
quantiles. The unconditional cumulative distribution functions for participants and the

entire population are respectively given by

Fitim (y) = L / 1 (gs (2, ) < ) dGr (u, 1 (2)) dFL (2) (5)

=[] 1 (g1 (0 0) < 9) dCl (1,7 D +a-m @G 6

Consequently, the unconditional quantile functions are given byﬁ

ey (r) = inf {y : 7 < AP, ()} (7)
pm (r) = inf {y - 7 < PR (y) ) (8)

4Note that if Y is continuous and there is no bunching at any particular value, Equation |7] equals the
inverse of the cumulative distribution function, but the same is not true for Equation [§] which has a mass
point at Y = 0.



3.2 Main Decompositions

The decomposition in a sample selection model is more intricate than in the regular one.
To see this, note that the covariates can have an impact on the final outcome through three
different channels. First, they affect the distribution of potential outcomes through the SQF,
the only channel present when there is no sample selection. Second, they affect the propensity
to participate, making some individuals more likely to participate. Third, they affect the
amount of self-selection through the distribution of the unobservables, which is indexed by
x in general. In other words, some characteristics may display some correlation with the
unobservables, either reinforcing or mitigating the differences between the two groups.

Consequently, to better assess how the covariates affect the propensity score and the
selection on unobservables channels, it is useful to report two ancillary decompositions,
presented in Section . Moreover, the decomposition is path dependent.E] I present the
preferred order for the decomposition of mean differences for the entire population and
describe each component in turn.

Note that, by definition, E[Y|D =1,S =1] =E[Y'"!|S=1]and E[Y|D =0,5 =1] =

E[Y%%|S = 1]. The difference between these two can be decomposed as:

EY|D=1,8=1-E[Y[D=0,5=1=E[Y"|S =1 -E[y""|3 = 1]

endowments component

+E 'Y0111|S 1l - F 'Y0011|S —1]

coefficients component

+E 'Y0011|S 1l - F 'Y0111|S —1]

selection component

+E (YOS =1] —E [y 5 =1]  (9)

participation component

Equation[9]decomposes the mean difference between the two groups into four components.

The first two are those present in decompositions under the ignorability assumption. The

5Specifically, there are a total of 24 decompositions, and the size of each component may vary in each of
them. See [Fortin et al.[ (2011 for further details on the limitations of path dependent decompositions.
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endowments component captures how differences in the covariates between the two groups
lead to differences in mean outcomes. The other term present in this type of decompositions
is the coefficients component. It reflects how differences in the SQF between the two groups
are related to differences in mean outcomes, which may be partly driven by discrimination.
For example, in the Oaxaca-Blinder decomposition, this term equals the difference in the
OLS coefficients between the two groups, scaled by the average covariates of one of them.

The remaining two terms arise in a sample selection framework. The participation
component has the easiest interpretation, as it relates differences in the probability of
participating for both groups to differences in mean outcomes. To get some intuition, assume
that more able individuals (i.e. those with high U) are also more prone to participate (i.e.
low V). Then, as the propensity score increases from zero to one, the average ability of
participants gets smaller towards its mean value, reducing the mean wage for participants.

The selection component links differences in the amount of self-selection into participation
to differences in mean outcomes. The interpretation is slightly different from that of the
participation component, as it affects the distribution of the unobservables without affecting
the participation. Therefore, caeteris paribus, the higher the level of selection, the higher
the average ability of participants and, consequently, the higher their mean outcome.

Note also that, in some particular cases, the expression for some components can be
simplified, as shown in Section [} The decomposition for the entire population is analogous

to the one for participants:

E[Y|D=1-E[Y|D=0]=E[y""] -E[y""| +E[y""] - E [y*]

endowments component coefficients component

+E [Yoon} _E [Yoom} +E {Yoom} _E {Yoooo} (10)

selection component participation component

The interpretation of the different components is similar, with one notable difference:
the mean outcome for the entire population is the sum of the mean for participants and

non-participants (equal to zero by definition), weighted by the propensity score. Therefore,

11



the endowments and participation components have a first order effect by increasing the
proportion of participants, as well as second order effect by affecting the average outcome
of participants. In contrast, the coefficients and selection components operate exclusively
through the second channel.

The last two considered decompositions are those of the unconditional quantiles of the
outcome for both target populations. They consist of the same four components as the
mean decompositions, although there are some important differences. From a mathematical
standpoint, the unconditional quantile function is not a linear operator. Therefore, their
expressions are more convoluted even under some simplifying assumptions. From a policy
perspective, they are more informative, as they allow to assess which segments of the
population present the largest differences. This makes them particularly relevant in cases in
which the differences are of opposite signs for different quantiles of the distribution.

Formally, the decomposition of the unconditional quantile distribution for participants

at quantile 7 equals

Qy|p=1,5=1(T) = Qy|p=0,5=1 (T) = Q%/lﬁsl:l (1) — Q(})/1|151:1 (7)+ Q%lslﬂ (1) — Q?foﬁql 1 (7)

endowments component coefficients component
0011 0001 0001 0000
+ Qyjs=1 (T) — Qy g1 (T) + Q521 (1) — Qyjs—y (1) (11)
selection component participation component

while the decomposition of the unconditional quantile distribution for the entire population

at quantile 7 is given by

QY|D:1 ( ) QY|D O( ) 1111 ( ) QOlll ( )+ QOlll ( ) - Q(})/Oll (7_)

endowments component coefficients component
0011 0001 0001 0000
+Qy (1) - (T)+Qy" (1) —Qy " (7) (12)
selection component participation component

Additional decompositions can be constructed analogously. FE.g., if one is interested in
differences in inequality, one could construct equivalent counterfactual values for the Gini

index and apply the decomposition. As long as the statistic of interest can be expressed in
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terms of the same primitives of the model, and under some regularity conditions, they will

be well-behaved. See, e.g., Chernozhukov et al. (2013)) for further details.

3.3 Ancillary Decompositions

The previous discussion highlighted the multiple channels through which the covariates
can affect the final outcome in a sample selection framework. To better assess their role,
researchers could perform two additional decompositions of the propensity score for the entire
population and the average value of the unobservables for participants. These decompositions
could be presented alongside the main decomposition, complementing the analysis.

The first one is the participation decomposition. This is a regular means decomposition
without selection using the propensity score as the dependent variable. As such, differences in
the propensity score would be split into the usual endowments and coefficients components.

The second one is the self-selection decomposition. This is more reminiscent to the
decompositions of the mean outcomes. To see this, note that the average value of U for
participants with the distribution of the observables of group h, the copula of group [ and

the propensity score of group m is given by

1
E[Utm)s —1] = / / Gy (1, 7 () L (2) (13)
zJo
Then, the difference of this statistic between the two groups can be decomposed as:

E[UID=1S=1-E[UD=0,S=1=E[U"|S =1 -E[U"]S =1]

endowments component

+E[U™S =1] - E [U™S = 1]

selection component

+E[US =1 -E[U™|S=1]  (14)

participation component

Similarly to the main decompositions, the endowment components captures differences

13



in the copula and the propensity score due to differences in the covariates. On the other
hand, the selection and participation components capture structural differences between the

two groups in the copula and the propensity score, respectively.

4 Estimation

For expositional convenience, I present the estimators of the decompositions for participants.
The estimators of the decomposition for the entire population are similarly constructed using
the analog principle. Their exact expressions and their asymptotic properties are presented

in Appendix [D} Throughout the entire Section, the following Assumptions are maintained:

Assumption 1. (Y;,S;, Dy, Z!) are did for i = 1,...,n, defined on the probability space

(Q, F,P) and take values in a compact set.

Assumption 2. The sample size for the d-th group is non-decreasing in n, such that "/n, —

pa € [0,00)Vd as n — oo.

Assumption 3. 74 (Z) = 74 (Z;74), with dim (74) < 00. 74 (Z;7a) is continuously differentiable
with respect to v4. Moreover, there exists an asymptotically linear estimator 4 = (%,%)/

that admaits the following representation: 4 — v = —Bilnid S ra(si,zi3y) +op (ﬁ)

Assumption 4. Y has conditional density that is bounded from above and away from zero,

a.s. on a compact set Y. The density is given by fy|s=1.p,z (y) for D =0, 1.

Assumption [I| states the sampling process of the data. Assumption [2| further restricts
it to ensure that the number of individuals in each group converges to a fixed proportion
with respect to the sample size. The propensity score is required to satisfy some mild
regularity conditions given by Assumption [3| It ensures that its asymptotic distribution is
well-behaved, and it is satisfied by many estimation methods, such as maximum likelihood.
Finally, Assumption 4] ensures that the dependent variable has a finite conditional density

for the entirety of its support.
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4.1 Main Decompositions

Let ve (2, 7,1, f) = (gk (2,7) e (T,0) ,7m (2) 5 [ deg) be the vector that contains the
structural functions, where ¢ = (h, k,l,m) is used to keep notation compact. This vector
contains the four relevant components to compute the effects of decompositions [9H12, Its

estimator ¥y needs to satisfy the following condition:

Condition 1. The estimator of the components of the decomposition for the general model,

@f (Z,T,T}, f)7 satisﬁes the law \/ﬁ(ﬁé (Z77-7777 f) — U (2777777f)) = ZU@ (2777777f) fOT‘ all g;

where Ly, (z,7,m, ) is a zero-mean Gaussian process.

I proceed to derive the asymptotic distribution of the components of the decomposition
for an estimator that satisfies Condition [I Next, I present an adaptation of the estimator
proposed by |Arellano and Bonhomme (2017) and verify that it satisfies this condition.
Moreover, I discuss how to implement it, as well as how to conduct inference.

Given 0y (2, 7,1, f), the counterfactual mean outcome is estimated as:

—E&

E[Y!s=1]= nlhf: r (24,u) dGhy (U, T (2:)) 1 (d; = D) (15)

where n, = 3.7 1(d; = h) is the number of workers in group h = 0, 1. Each of the effects is
computed as E {Y‘Z|S = 1} ~E [Y£/|S = 1} for the appropriate choice of ¢,¢'. Similarly, the

estimator of the unconditional distribution equals:

Womr (1) =inf {y 17 < FY g, (1)} (16)

A n 1— ~ A A
where Fle/\S:l (y) = % i=1 {5 + /. “1(gk (i,u) < y) dGra (u, 7o (Zz))] 1(d; = h).

To keep notation compact, denote the difference between two counterfactual values of a
statistic indexed by £ and ¢’ by A% (+). The asymptotic distribution of the components of the

means and unconditional quantile decomposition are established in the following Theorem:

Theorem 1. Let the estimator O, (z,7,7n) satisfy Condition . Under Assumptions the

15



following hold for all (¢,0'):
VA (BY|S = 1] = E[Y|S = 1]) = Zawyjso
where Zwyg—y s a zero-mean Gaussian process, defined in Appendix@ and

NN (QYIS:l (7) — Qvis=1 (T)> = Zas=1 (7)

where Zg\s=1,00 (T) 15 a zero-mean Gaussian process, defined in Appendiz .

An estimator that satisfies Condition [I] is the one proposed by [Arellano and Bonhomme
(2017)), which is adapted to account for different groups. To derive the asymptotic distribution

of the estimator, I work with the following assumptions:

Assumption 5. g4 (z,7) = 2/84(7) for d = 0,1, where 4 is continuous and such that

ga (z,T) is increasing in its last argument.

Assumption 6. Let Cy, (u,v) = Cy, (u,v;0,4), with dim (6;) < oo ford =0,1. Cy, (u,v;04)
is uniformly continuous and differentiable with respect to its arguments a.e. Its density,

Caz (U, v;04), is well-defined and finite.

Assumption 7. Let 5(7) = (8 (1) .o (1)) and § = (6;,6,). ¥r € T, (8(r) .07 €
intBx O x G, where Bx O x G is compact and convex, and T = [e,1 — ], for some constant

¢ that is used to avoid the estimation of extreme quantiles.

Assumption 8. Matrices of derivatives of the moments Jzq (1), Jpa (7), Joa (), Joa (7),
Joa (1), Joq (7) for d = 0,1, as defined in Appendix are continuous and have full rank,
uniformly over Bx © xI' x T and d =0, 1.

Assumption 9. Denote the support of 4 (Z) conditional on X = x by Py,. Yo € X and

d=0,1, Py, € [0,1] is an open interval.

Assumption [5] is made for convenience. Despite restricting the shape of the distribution

of Y, it does not force conditional quantile curves to be parallel to each other for different
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values of the covariates. Moreover, it does not suffer from the curse of dimensionality as other
more flexible alternatives, such as the partially linear model (Lee, |2003). Assumption @ is
also imposed for practical reasons, and it allows to use the most common parametric copulas,
such as the Clayton, the Gaussian, or a Bernstein copula of a fixed order. Importantly, it
allows the copula to be dependent on the covariates. Assumption [7]is a regularity condition
and Assumption [§] ensures that the moments needed to derive the asymptotic distribution
of the estimator have full rank. Lastly, Assumption [J] ensures that the participation decision
is not deterministic for any individual.

The following steps describe how to compute the estimator, and how to implement it to

obtain an estimate of the decompositions:
1. Estimate the propensity score by #q (2;) = mq (2i,54)-

2. Fix a value of t € ©. For d=0,1 and 7 € T, compute (34 (1;t) as

A

Ba(r;t) = argmin y 1 (d; = d) 8ipGy.(rrazn) (Ui = 23D) (17)
i=1

where p, () = zul (x > 0) — (1 — u) 1 (x < 0) denotes the check function.

3. Estimate the copula parameters for d = 0,1 by minimizing over ¢ € ©:

Zf:/ —& 1 (di = d) Sip (7', 2’@) [1 (yi < $;Bd (T;t)) — Gd@, (T’ﬁ (»%) ;t)] dr

(18)

é = arg min
d & tee®

where ¢ (7, ;) is an instrument function.ﬂ
4. The slope parameters are obtained by By (1) = By (T; éd) for d =0, 1.

5. The SQF and the copula are respectively given by g4 (z,7) = 2’ By (1) and éd@ (1,m) =
Cax (7’, ; 9d).

6E.g., a polynomial of the propensity score (Arellano and Bonhomme, 2017)).
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Step 1 is standard and can be done, e.g. by logit or probit. Step 2 is a rotated quantile
regression conditional on a particular value of the copula. Note that in practice one needs
to set a grid of values of 7, such as 7 = {0.01,...,0.99}. The third step is computationally
expensive, as it involves the minimization over a non-convex space. The most common
parametric copulas depend on few parameters, so that a grid search may be feasible. For
Bernstein copulas, one can use the algorithm proposed in |Pereda-Fernandez| (2019). The last
two steps are immediate, and they yield the slope parameters, which are those estimated in
step 2 for the value of the copula estimated in step 3, the SQF and the copula.

The following Theorem establishes the uniform asymptotic distribution of the |Arellano

and Bonhomme (2017)) estimator:

Theorem 2. Let U4 (1) = ( ) g,%)' Under Assumptions @, their joint asymptotic
distribution is given by \/n (ﬁd (1 ) = Zy, (T), where Zy, (T) is a zero-mean Gaussian

process with covariance function Ly, (7,7"), where:

219d (7—’ 7_/) = pdpd’Hd (7_) ERCL (T7 7-,) Hd/ (7_/),

( / Dy (u Fd()du>

Sk, (1,7) = E |Zg, (7) Zg, (7')]

-1

Hy(r) =Fj(7) |C

/ Dy () F (u) Cy () du}

and functions Cyq (1), D4 (1), Fi (1) and Zg, () are defined in Appendiz .

It only remains to verify that it satisfies Condition [II This is done in the following

Corollary:

Corollary 1. Let gq(x,7) = x’Bd (1), Cax(T.n) = Can (T,n;éd), 7a (2) = m4(2;94) and
Fi(z)=L3",1(d; =d)1(Z; < z). They satisfy Condition .

nd

4.2 Inference

The expressions of the asymptotic variance of the different estimators are complex and

depend on several density functions. Therefore, using resampling methods to obtain standard
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errors is preferable to obtaining closed-form expressions. In this paper I consider the weighted
bootstrap (Ma and Kosorok, 2005)). The following Assumption defines the weights used to

obtain all the bootstrap estimates:

Assumption 10. Let W; be an iid sample of positive weights, such that E(W;) = 1,
Var (W;) = wy > 0 and is independent of (Y;, Dy, S;, Z!)' fori=1,...,n.

For the Arellano and Bonhomme| (2017)) estimator, the weighted bootstrap is implemented

as follows:
« For each repetition j = 1, ..., J, draw weights w; ; for i = 1, ..., n satisfying Assumption .
o Estimate the propensity score using the weights for each observation. Denote the
estimate by 7 ; (2;) = 74 (zl-, ’y;’j).
« Estimate the slope and copula parameters by adding the weights to Equations [17H{18}

By (rit) = axgminy wij1(di = d) sipg, (ra,,e0) U = i)

1=

0% . = arg min
d.j & te®

1
zn: /1—5 w1 (di _ d) 850 (7_7 Zi) [1 (@/i < x;ﬁA;’j (7'3 t)) - Gd,z (7', ﬁ';j (Zz) ;t)} dr
i=17J¢

By (1) = Biy (7:63;)
o Estimate the counterfactual mean outcomes and unconditional distributions as:

Tk 1 & e Ak Ak Ak
E [Yf\S = 1} = . ;wiﬁj/s Ok j (x5, u) dGy . ; (u, o (zl)) 1(d; =h)

e 1 n 1—¢ . R .
Ffos () = - >y [ b [ (5t o) < 9) iy (070, <zi>)] 1 (d, = h)
=1 €

where g ; (z,u) = x’BA;j (u) and CA?ZJJ- (u,m) = Gyyp (u,7r; éj;’j).

o The remaining counterfactual unconditional quantile function and the components
of the decomposition are computed as described in the text. They are denoted by

Wisi (1), AME (V]S = 1, and A Q5 o, (7).
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e Once all J estimates have been obtained, estimate the variance of each of the statistics

90.75(7)—q0.25(7)
20.75—20.25

as , where z, is the p-th quantile of the standard normal distribution, and

qp (7) is the p-th quantile of the distribution of the statistic, for j =1, ..., J.

This bootstrap estimator of the variance is based on the one presented in |(Chernozhukov
et al. (2013). Even though it is possible to use the variance of the estimator across repetitions
of the bootstrap to obtain the standard errors, it would require additional conditions for it
to be valid (Kato, 2011)). This estimator only requires that the bootstrap converges in
distribution to the asymptotic distribution of the sample estimator, which is established in

the following theorem:

Theorem 3. Under Assumptions @ the weighted bootstrap estimators denoted by ﬁ::kl,j (1),
AYE*[V;|S = 1], and AZ’ZIQ%Szl (1) consistently estimate the limiting laws of 04 (1), AR [Y]S = 1],

and A”/Qyw:l (1). Moreover,

no/a, R
o (025 (1) =0 (7)) = Za, (7)
n s -
Wo (AM E*[Y;]S =1] - AR [Y]S = 1]) = ZAM’Y‘Szl
n ) A s A
UTO (A&Z Q*Yj\S:I (T) - A&Z QY|S:1 (T)) = ZQ\S:LM’ (7‘)

On top of providing uniform confidence bands for the functionals of interest and the
intermediate functions, the weighted bootstrap can be used to carry out uniform inference
using, e.g., a Kolmogorov-Smirnov test to any of the components of the decomposition of
the unconditional quantiles. For example, one could test the null hypothesis that one of the

components equals a specific value, A“/Qy‘ s—1 (7). The test statistic would be given by

s = rer VnSqs—1ee (1) ‘AM (QY|5=1 (1) — Qyis=1 (T))‘
TE

where f]Q‘ s—1r (T) is an estimator of the asymptotic variance of A”/Qywzl (1), such as

the one proposed in the weighted bootstrap alorithm. The critical value ¢;_, would be
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1 — a quantile of the distribution of the bootstrapped of the K5, statistic. Similar uniform

confidence bands can be constructed for other functionals of interest.

4.3 Ancillary Decompositions

The ancillary decompositions are also based on the vector vy (z, 7,7, f). The counterfactual

values of the mean propensity score and the mean value of the unobservables are given by

x5 = 1] = nlhi”m (2)1(di = h) (19)
E[Ufs=1] = nlhi: B udG) o (1, 7o (2)) 1 (d; = h) (20)

The asymptotic distribution of the components of the two ancillary distributions is

established by the following Theorem:

Theorem 4. Let the estimator Oy (z,7,n) satisfy Condition . Under Assumptions the
following hold for all (¢,0'):

\/EAE,K’ (I/E [7.[.|S — 1] — E[7T|S = 1]) = ZA”'ﬂS:l

VA (B[U]S = 1] = B[U|S =1]) = Zywyjsm
where L 5=y and Lpewyjg=y are zero-mean Gaussian processes.

5 Particular Cases

In this Section I present several particular cases that are nested by the general model,
discussing how the different estimands change and which methods can be used in the

estimation.
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5.1 Additively separable unobserved term

An interesting case arises when Y = <gD (X)+ U) S, where U = Quip.x (U) denotes the
conditional quantile function of the uniformly distributed random variable U. For example,
if the additive error term U is homoskedastic and normally distributed, then Qup x (U) =
®~! (U), where ® (-) is the standard normal cdf. Importantly, as long as g; (z) contains an

intercept, E(U) = 0. This case yields a substantial simplification to the expected outcome:

E [thlm’S _ 1} _ /Z/O [gk (7) + Quik,a (u)} dGy, (u, T (2)) dF} (2)

- [a@artw s [ [ Quiis () dGos (1,75 (2)) dFS (2)

where % (x) is the cdf of X for group h = 0,1 and X its support. Similarly,

E[yhklm} :/ng (z) dF" (x)+/z/0 Quik.e (0) dCyy (u, 7 (2)) dFY (2)

Both means can be split into two terms. One depends exclusively on the separable
term gq () and the distribution of the covariates, without the instrument. The other
depends on the copula, the propensity score and the distribution of the covariates including
the instrument, but not on g4 (). Such a simplification follows from the linearity of the
expectation operator, which does not hold for the unconditional quantiles. Note also that
a change in the covariates results in a parallel shift of the conditional distribution function,
without affecting its shape, limiting the amount of heterogeneity that the model can display.

The estimation of the SQF is simplified because it is comprised of the sum of a potentially
nonlinear term that depends exclusively on the covariates, and the unobservable. Thus, it
is possible to estimate g4 () nonparametrically. For example, Das et al. (2003) proposes a
two-step series estimator which, in the first step nonparametrically regresses the selection
variable on the covariates and the instruments, and in the second step it nonparametrically

regresses the outcome variable on the covariates and the correction term.
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5.2 Linear model

A particular case of the previous one appears when g4 (z,u) = 2/f; + 4, where again
U = Quaz (w). This assumption slightly simplifies the expression of the first term of the
mean outcome relative to the additively separable unobserved term model. Specifically,
[ g (x) dF% () = E, (X)' Bi, where Ej, stands for the expectation with respect to Fi.
Another two-step estimator that can be used in this case is the one proposed by Newey
(2009). This is similar to Das et al. (2003)), with the main difference being the fact that the
regression in the second step is linear in the covariates whilst keeping the power series on
the correction term. Other alternative estimators based on stronger parametric assumptions

are those proposed, e.g., by Heckman (1976, [1979); Lee (1983)[]

5.3 No self-selection

Usually, it is assumed that the ability of participants is unrelated to their participation
decision. Mathematically, the copula is independent: Cy, (u,v) = wv and Gg, (u,v) = u.
This assumption implies that, conditional on participation, there are no differences in the
distribution of ability between the members of both groups, so the selection component
vanishes in all decompositions. Moreover, the outcome value of participants is comparable to
the potential value of non-participants. Hence, absence of self-selection also implies that the
participation components vanishes for decompositions for participants (Equations |§] and .
This can be seen in Equations [3|and [ as the statistics of interest depend on the propensity
score exclusively through the copula. However, the same simplification does not apply to the
decompositions for the entire population, as both the mean and the unconditional quantiles
directly depend on the propensity score.

The combination of this assumption with additively linear unobserved term yields another

meaningful simplification, as both the participation and selection components equal zero. To

"See [Vella, (1998) for a review of these and other estimators for data with sample selection.
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see this, note that

/o Quik,e (1) dGi g (U, Ty (2)) = /o QUi (u) dump, (z) =0

where the second equality follows by construction.

In this case the estimation of the copula is superfluous: because the distribution of
the unobserved ability is the same for participants and non-participants, there is no need to
account for sample selection in the estimation of the SQF. This opens the possibility of using
methods that are consistent under exogeneity. For example, one can use quantile regression
and then apply the decomposition proposed by Machado and Mata| (2005) or distributional
regression and follow (Chernozhukov et al. (2013).ﬂ Alternatively, one can follow a different
approach and use reweighting methods, such as|DiNardo et al|(1996) or [Firpo et al.| (2018]).
A detailed comparison of the advantages and disadvantages of these methods is provided
by [Fortin et al. (2011)). Additionally, if the linearity assumption is combined with either no
self-selection or all participants, the resulting model can be estimated by OLS. Regardless,

note that the decompositions for the entire population still depend on the propensity score.

5.4 All participants

A particular case of the previous one takes place when every considered individual is a
participant. In this case, the propensity score equals one for all individuals, so S; = 1 for
all i = 1,..., N. As a consequence, the participation component vanishes. Also, because
Caz (u,1) = Gy (u,1) = u, the selection component also disappears. Moreover, because
there are no non-participants, the decomposition for participants and non-participants are
the same.

Additionally, under linearity the decomposition becomes the standard Oaxaca-Blinder

decomposition: E[Y|D = 1] —E[Y|D = 0] = [E; (X) — Eo (X)] 81 + Eo (X) (81 — fo)-

8See [Leorato and Peracchil (2015) for a comparison between both estimators.

24



6 Empirical Application

I study the evolution of the gender gap between earnings distributions using the Current
Population Survey (CPS) dataset. Building on the analysis by Maasoumi and Wang| (2019)),
I extend it to the decompositions of several statistics for the actual earnings for employed
workers and the entire population. In addition, I do the two ancillary decompositions
regarding differences in participation and self-selection.

To preserve the comparability to [Maasoumi and Wang| (2019), I restrict the sample to
the 1976-2013 period, keeping individuals between 18 and 64 years old, who work for wages
and salary, do not live in group quarters and worked at least for 20 weeks and 25 hours
per week in the previous year. Like them, I estimate the propensity score using the probit
estimator. I use the same regressors they used, i.e., a third degree polynomial of age, four
levels of education, four regional dummies, marital status, an indicator for white race, and
the interactions between age and the other listed covariates, plus another variable they did
not use: the number of children.

The dependent variable is mean hourly wages. [] The specification for the QRS estimator
uses the same set of variables (except for the interactions between age and the remaining
covariates), and two parametric copulas: the Frank and the Gaussian copulaSF_U] Additionally,
I also allow for more flexible specifications that separately estimate the main equation
according to race (white vs non-white), level of education (college vs less than college)
and marital status (married vs non-married), which are reported in Section and the

estimates using the same specification as in Maasoumi and Wang] (2019), which are reported

9As in Maasoumi and Wang| (2019), it is computed as the total wage and salary income divided by
the number of week and hours worked during the previous year and adjusted for inflation using the 1999
consumer price index adjustment factor.

10The implementation of the QRS estimator differs from that in [Maasoumi and Wang (2019) along the
following dimensions: I include the regressor number of children; the quantile grid used for the estimation
is (0.01,0.02,...,0.99), while Maasoumi and Wang] (2019) used (0.3,0.4, ...,0.7); I use the propensity score
as the instrument ¢ (u, z) = 7 (2) as suggested in [Arellano and Bonhomme| (2017)), whereas Maasoumi and
Wang| (2019) use ¢ (u,2) = /u (1l —w)7 (), which puts less weight on values that are further away from
the median; the objective function equals Equation while the objective function used by Maasoumi and

Wang| (2019) is 4 Zf\il ijl (cp (15,2i) (1 (yZ <zp (Tj)) -G (Tj, 7t (2i); é))), the implemented quantile
regression estimates from Stata in|Maasoumi and Wang| (2019)) were in some cases numerically slightly worse
than the ones in Matlab, i.e., the value of the check function was smaller for the latter.
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in Appendix [EI[]

6.1 Evolution of Participation

To analyze the evolution of the gender earnings gap, we begin by analyzing the evolution

of labor market participation for both genders.

Table [I] reports the average estimated

propensity score by gender for the entire period. There has been a marked catch-up between

female and male participation: in 1976, female participation was roughly one third, steadily

increasing to over one half in the early 2000s, to fall slightly in the aftermath of the financial

crisis. Meanwhile, male participation has been more stable: it has been equal to around two

thirds until the financial crisis, falling to about 60% afterwards.

Table 1: Average propensity to work by gender

Year Male Female | Year Male Female
1976  68.0 35.0 1995  66.7 48.0
1977  68.6 36.1 1996 67.2 49.1
1978  68.6 37.5 1997 67.1 49.7
1979  69.8 39.2 1998 67.7 50.3
1980 69.1 40.7 1999 68.7 51.1
1981 67.6 40.4 | 2000 68.8 52.0
1982  64.8 38.7 12001 69.2 52.5
1983 61.6 37.9 | 2002 68.3 51.5
1984 61.4 39.0 | 2003 66.3 50.3
1985 63.1 40.8 | 2004 65.2 49.5
1986 64.4 41.7 | 2005 65.3 49.3
1987  64.7 42.6 | 2006 65.7 50.0
1988  66.6 46.0 | 2007 66.3 50.4
1989 67.0 46.8 | 2008 65.8 50.9
1990 68.8 47.7 | 2009 64.0 49.8
1991 67.8 47.6 | 2010 59.8 47.7
1992 66.7 478 2011 59.2 46.8
1993  65.6 474 | 2012 60.1 46.7
1994  65.5 47.2 2013  60.8 46.9

Notes: average estimated propensity score by year and

gender; coefficients scaled by 100.

Consequently, the gender participation gap has more than halved during the period,

1 For completeness, I also report the results of the decompositions of potential outcomes and the estimates
of the general entropy measures considered by Maasoumi and Wang| (2019) in Appendix
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from 33% to 14% . To understand the determinants of this evolution, one can use the
participation decomposition. It shows that almost the entirety of the gap is explained by the
coefficients components. In words, there has been a structural increase in female participation
into employment for women that does not depend on gender differences in covariates. On
the other hand, the endowments component has been close to zero every year, and in some
cases slightly negative. Hence, the catch up in college education rates for female workers has

not contributed to an increased participation in the labor force relative to men.

Table 2: Participation decomposition
Year Total EC CC | Year Total EC CC
1976 33.0 -0.6 33.7 1995 187 -04 19.1
1977 325 -0.7 3321996 18.0 -0.2 18.3
1978 31.1 -0.6 31.7|1997 174 -0.2 17.6
1979 30.7 -0.5 31.2 1998 174 -0.3 17.7
1980 284 -04 2881999 176 -0.1 17.7
1981 272 -0.1 27.3|2000 16.8 0.0 16.8
1982 26.1 -0.1 26.2|2001 16.7 0.0 16.8
1983 23.7 0.0 23.8|2002 16.8 -0.2 17.0
1984 225 0.0 2252003 159 -0.2 16.1
1985 223 0.0 2232004 157 -04 16.1
1986 22.6 0.1 2252005 16.1 -0.3 16.3
1987 221 0.3 21.8|2006 15.7 -0.2 15.9
1988 20.6 0.3 20.3|2007 158 -04 16.2
1989 20.3 0.3 20.0 2008 149 -04 154
1990 21.1 0.1 21.0 | 2009 14.2 -0.7 15.0
1991 20.2 -0.3 20.5|2010 12.1 -0.8 12.9
1992 189 -0.2 19.0 | 2011 124 -0.8 13.3
1993 182 -0.2 18.4 |2012 134 -0.8 14.2
1994 183 -0.2 1852013 139 -1.0 14.8

Notes: Total, EC and CC respectively denote total difference,

endowments component and coefficients component; coefficients
scaled by 100.

6.2 Evolution of Self-Selection

The second feature of interest is the evolution of differences in self selection, which depends

mainly on the estimated copula. Because the values for different copulas are not directly
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comparable, I report the Kendall’s 7 correlation coefﬁcientsF_Z] Table [3| reports the baseline

estimates for each year and gender, both with the Frank and the Gaussian copulas. These

coefficients indicate that the amount of selection into employment has steadily increased for

female workers: until the early 80s, there used to be negative selection that turned positive

afterwards["] On the other hand, the amount of selection for male workers has fluctuated

more over time, being either above or below that of females depending on the year. The

results are very similar with both copulas, which suggests that the choice of the parametric

copula is of second order importance.

Table 3: Kendall’s 7 correlation coefficients

Frank copula

Gaussian copula

Frank copula

Gaussian copula

Year Male Female Male Female | Year Male Female Male Female
1976 0.26 0.14 0.26 0.13 1995 -0.28 -0.21 -0.34 -0.22
1977  0.15 0.09 0.13 0.08 1996 0.03 -0.22  0.04 -0.21
1978 0.19  -0.01 0.23 -0.01 1997 -0.03 -0.20 -0.01 -0.21
1979 0.23  -0.02 0.21 -0.02 1998 -0.30 -0.21 -0.27 -0.21
1980 0.22 0.00 0.24 0.01 1999 0.04 -0.23 -0.06 -0.22
1981 0.19 0.01 0.19 0.01 2000 0.05 -0.14 0.07 -0.15
1982 0.13  -0.03 0.13 -0.04 2001 0.12 -0.11 0.13 -0.13
1983 0.02 -0.10 -0.05 -0.09 2002 0.03 -0.13  0.03 -0.14
1984 -0.10 0.02  -0.15 0.02 2003 0.03 -0.24 0.04 -0.25
1985 0.06  -0.05 0.10 -0.05 2004 0.07 -0.22 0.04 -0.22
1986 0.08 -0.12  0.08 -0.10 2005 0.08 -0.22  0.07 -0.22
1987 0.08 -0.19 0.12 -0.18 2006 0.26  -0.17  0.30 -0.17
1988 -0.07 -0.11  -0.09 -0.10 2007 0.06  -0.28  0.08 -0.30
1989 -0.12 -0.10 -0.17 -0.10 2008 0.11  -0.31 0.10 -0.33
1990 -0.14 -0.22 -0.09 -0.22 2009 -0.12 -0.26 -0.15 -0.26
1991 -0.08 -0.11  -0.09 -0.10 2010 -0.29 -0.27 -0.34 -0.28
1992 -0.09 -0.12 -0.11 -0.12 2011 -0.04 -0.33 -0.10 -0.33
1993 -0.30 -0.13 -0.31 -0.14 2012 -0.29 -0.29 -0.33 -0.29
1994 -0.27 -0.17 -0.24 -0.17 2013 0.05 -0.25 0.01 -0.26

Notes: Kendall’s 7 correlation coeflicients of the copula estimates by year and gender.

A more informative way to understand these estimates is to compare the average value of

the unobservable u across genders and periods. This is shown in Table [f] and Figure [}

For the entire period considered, the average value of u for full-time employed females

12Unlike to the more common Spearman’s p correlation coefficient, Kendall’s 7 is invariant to the
distribution of the marginals.
13Recall that a negative (positive) coefficient implies positive (negative) selection into employment.
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steadily increased from slightly above 40 to around 60. The average value for employed
males has slightly increased over time. However, it displayed much more fluctuation over
time, attaining its maximum value of about 57 in 2010. In other words, along with the
increase in participation, there has been an increase in the amount of self-selection into
employment for women. Hence, potential earnings of non-employed women are lower than

actual earnings of those employed, given the same observed characteristics.

Table 4: Mean value of u for participants
Frank copula  Gaussian copula Frank copula  Gaussian copula
Year Male Female Male Female | Year Male Female Male Female
1976  43.9 43.0 44.0 43.8 1995 56.0 57.3 57.0 57.0
1977  46.3 45.5 46.8 45.9 1996 48.9 57.3 48.7 56.6
1978  45.3 50.1 44.8 49.8 1997  50.1 56.5 49.8 56.3
1979  44.7 50.3 45.3 50.3 1998  56.2 56.9 55.3 56.4
1980 44.8 49.5 44.6 49.2 1999 48.7 57.3 50.8 56.5
1981 45.3 49.0 454 49.0 2000 48.4 54.3 48.0 54.1
1982  46.2 50.9 46.4 51.1 2001  46.9 53.1 46.9 53.5
1983  49.0 54.0 50.8 53.2 2002 48.8 53.9 48.8 54.0
1984 52.3 48.7 53.3 48.7 2003 48.7 57.8 48.6 57.5
1985 47.8 51.6 47.2 51.5 2004 47.8 57.3 48.6 56.7
1986 47.6 54.2 47.7 53.5 2005  47.5 57.3 47.9 56.8
1987 47.4 57.0 46.8 56.3 2006 43.4 55.4 42.9 54.9
1988  51.2 53.6 51.5 52.9 2007  48.0 59.2 47.8 59.2
1989 52.3 53.1 53.2 52.9 2008 46.9 60.0 47.3 59.8
1990 52.6 57.5 51.4 57.1 2009 52.6 58.4 53.2 57.8
1991 514 53.5 51.4 53.0 2010 57.6 59.2 58.5 58.8
1992 51.6 53.7 51.9 53.5 2011 50.6 61.4 52.1 60.7
1993 56.8 54.5 56.6 54.4 2012 57.5 60.1 58.0 59.5
1994  56.0 55.7 55.0 55.5 2013  48.1 58.6 49.3 58.5

Notes: coeflicients scaled by 100.

The average selection difference between male and female workers has consequently
become negative, decreasing by about 11.3 percentage points, although it also reflects the
oscillation of the estimates for males. The participation components experienced a decrease
of about 6 percentage points, roughly half of the difference. Hence, even if the amount of
self-selection (copula) had been the same for both genders, the increase of female employment

rates contributed to the increase in average unobserved ability, setting a gap relative to male
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Figure 1: Mean value of u for participants
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Notes: the solid blue line denotes the estimate with the Frank copula for all participants; the dashed red

line denotes the estimate with the Gaussian copula for all participants.

workers. On the other hand, the selection component displays an unstable evolution, which
is a direct consequence of the oscillating behavior of the male copula estimates. Regardless,
the long term trend also points at an increase of the gap in favor of employed women.
Lastly, because the baseline estimates are homogeneous with respect to the covariates, the

endowments component is negligible.@

6.3 Evolution of Labor Earnings

Next consider the distributions of actual earnings for participants and the entire population
by gender. Specifically, I report their means and the value of their 10th, 25th, 50th, 75th and
90th percentiles in Tables[6H{7] The actual earnings distribution for participants shows a small
decrease in mean earnings for male workers and a slightly larger increase for mean female
earnings. This evolution has been however quite heterogeneous across the distribution. For
male workers, there has been a polarization, as earnings followed a long term decrease for

percentiles below the 75th, and there has been a steady increase for those at the top of the

14Note that it is not exactly zero because there is variation in the copula because of differences in the
propensity score, deriving themselves from differences in the distribution of Z between genders.
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Table 5: Self-selection decomposition (Frank copula)
Year Total EC SC PC | Year Total EC SC PC
1976 0.8 -0.1 -24 34 [199% -12 01 15 -28
1977 08 -0.1 -1.2 21 |1996 -84 0.0 -56 -2.8
1978 48 -0.1 -44 -03|1997 -6.5 0.0 -40 -24
1979 -56 -0.1 -51 -04]1998 -08 01 18 -2.6
1980 -47 -0.1 -47 00 ]1999 -86 0.0 -58 -2.8
1981 -3.7 00 -39 0.2 2000 -59 00 -42 -1.7
1982 47 00 -41 -06/]2001 -63 00 -50 -1.3
1983 -50 00 -33 -1.7]2002 -51 0.0 -35 -15
1984 36 00 33 032003 -91 00 -64 -27
1985 -38 0.0 -3.0 -0.8]2004 -95 0.0 -70 -25
1986 -6.6 00 -48 -1.8|2005 -98 0.0 -73 -25
1987 -95 00 -6.8 -28]2006 -11.9 0.0 -10.0 -1.9
1988 -25 00 -09 -1.5]2007 -11.2 0.0 -81 -3.2
1989 -08 00 06 -1.3]2008 -131 0.0 -98 -3.3
1990 -49 00 -1.7 -32]2009 -58 01 -32 -26
1991 -21 00 -06 -1.6|2010 -1.7 02 06 -24
1992 -21 00 -06 -1.5|2011 -108 0.0 -79 -29
1993 23 00 40 -1.7]2012 -26 02 00 -28
1994 03 00 24 -22/]2013 -105 0.0 -8.0 -25

Notes: Total, EC, SC and PC respectively denote total difference, endowments
component, selection component and participation component; coefficients
scaled by 100.
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distribution. On the other hand, there has been gain for female workers above the 25th
percentile, with the gain being larger at the top. Despite this catch-up, there is still a gap
in favor of men at all quantiles.

By construction, earnings at any given quantile are smaller on the distribution for the
full population than on that for participants, resulting in a smaller mean for both genders.
Nonetheless, including non-participants increases the earnings gap. Following the increase
in female labor participation, this distribution has steadily increase for females, reducing
the gap relative to males by a bigger fraction than for the distribution of participants. On
the other hand, mean earnings for males have oscillated across time following the changes
in participation and average earnings for participants. Note that the fall in the male
participation rate in the last years of the sample has been starker than that of females,

prompting a decrease in mean earnings for both genders, along with a decrease of the gap.

6.4 Main Decompositions

Tables report the decompositions of the mean earnings gap for the two populations
considered. The mean gap for participants has more than halved during the period. Out of
the four components, the largest one in every period has been the coefficients component.
Its size displays some yearly variation driven by the fluctuation of the slope and copula
parameters for male workers. Analogously, the selection component also displays an erratic
behavior, which is again a consequence of the estimates of the copula for males. Still, it
displays a slightly downward trend, thus helping in the reduction of the mean gap. On the
other hand, the coefficients component does not exhibit a clear trend.

The dynamics of the remaining two components has been more stable: they were initially
positive, and they eventually became negative, therefore reducing the mean gender gap.
Moreover, the magnitude of the participation component has been larger than that of the
endowments component.

The gap for the entire population has followed a similar trend, steadily decreasing to

less than a half the gap in 1976. However, its magnitude has always been larger, owing
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Table 6: Actual earnings distributions for participants by gender (Frank copula)

Male Female
Year Mean P10 P25 P50 P75 P90 | Mean P10 P25 P50 P75 P90
1976 2.72 2.03 240 2.77 3.09 336 | 229 1.74 2.00 230 260 2.86
1977  2.73 2.03 240 2.78 3.10 337 | 232 1.77 203 233 2.62 2.88
1978 2.74 2.03 240 2.78 3.12 338 | 231 1.76 2.02 233 263 2.89
1979 275 2.05 240 2.79 3.13 339 | 233 1.78 2.04 233 2.63 2.90
1980 2.73 2.03 240 2.78 3.12 338 | 232 1.78 2.04 232 262 2289
1981 2.68 197 234 2.73 3.07 334 | 229 174 200 229 259 287
1982 2.67 195 231 271 3.06 334 | 227 1.72 198 228 259 2386
1983 2.65 191 228 270 3.07 336 | 228 1.70 198 229 260 2.88
1984 2.65 190 2.28 2.70 3.07 337| 230 170 199 231 263 291
1985 2.66 1.88 228 271 3.08 338| 231 1.69 198 232 265 294
1986 2.66 1.88 228 271 3.09 339| 232 169 199 233 267 297
1987 2.68 1.89 229 273 3.11 342| 234 170 201 236 271 3.02
1988 2.68 1.89 229 2.72 3.11 342 | 235 1.69 202 238 272 3.03
1989 2.68 190 2.30 2.73 3.11 342 | 236 1.69 202 238 273 3.04
1990 2.67 1.89 229 271 3.10 343 | 237 1.69 203 239 274 3.06
1991 2.64 1.86 225 2.67 3.07 340| 236 169 201 238 274 3.05
1992 2.63 184 223 267 3.06 339| 236 1.69 200 238 274 3.06
1993  2.62 1.83 222 266 3.06 340 | 237 1.69 2.01 239 275 3.07
1994 2.60 1.80 2.19 2.64 3.04 339| 236 1.66 2.00 238 275 3.08
1995 2.60 1.80 220 2.64 3.05 341 | 236 1.65 199 238 2.7 3.10
1996 2.61 1.80 2.19 263 3.04 339| 236 1.65 199 237 2.7 3.10
1997 2.61 1.82 220 2.63 3.04 339| 237 166 200 238 276 3.11
1998 2.63 184 223 266 3.06 343 | 239 170 202 240 278 3.11
1999 2.67 1.87 226 2.68 3.08 345| 241 171 204 243 281 3.15
2000 2.68 1.87 226 2.69 3.10 348 | 243 1.71 205 244 2.83 3.17
2001 270 190 227 270 3.11 3.51 | 245 1.74 2.08 247 2.85 3.19
2002 270 190 228 270 3.11 3.52| 247 1.75 2.09 248 286 3.22
2003 2.70 190 228 270 3.12 352 | 248 1.77 210 249 2.88 3.24
2004 2.69 188 226 269 3.12 351 | 249 1.7 2.11 250 2.88 3.25
2005 2.68 1.88 225 268 3.11 3.51 | 247 1.75 2.10 2.49 2.88 3.25
2006 2.68 1.88 224 267 3.10 350 | 246 1.72 2.08 247 2.86 3.23
2007 2.67 1.87 224 267 3.10 3.51| 247 1.73 2.08 248 289 3.27
2008 2.68 1.88 225 267 3.10 3.50| 248 1.75 2.10 2.50 2.89 3.27
2009 266 1.85 223 266 3.10 3.52| 246 1.73 2.08 247 2.88 3.25
2010 2.68 1.87 225 268 3.11 3.53| 248 1.73 2.09 249 290 3.28
2011 266 1.85 222 267 3.10 3.51 | 247 1.72 2.07 248 2.89 3.29
2012 264 1.82 220 265 3.10 3.52| 246 1.71 2.06 247 287 3.27
2013 264 1.80 219 264 3.09 350| 246 1.70 2.06 247 2.88 3.28
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Table 7: Actual earnings distributions for the full population by gender (Frank copula)
Male Female
Year Mean P10 P25 P50 P75 P90 | Mean P10 P25 P50 P75 P90
1976 1.88 0.00 0.00 2.50 297 3.28| 0.81 0.00 0.00 0.00 2.09 2.60
1977 1.90 0.00 0.00 2.51 299 3.29| 0.84 0.00 0.00 0.00 2.13 2.62
1978 191 0.00 0.00 2.50 3.00 3.31| 0.87 0.00 0.00 0.00 2.16 2.64
1979 194 0.00 0.00 2.52 3.01 3.32| 092 0.00 0.00 0.00 2.20 2.65
1980 191 0.00 0.00 2.50 3.00 3.30 | 0.95 0.00 0.00 0.00 2.23 2.66
1981 1.84 0.00 0.00 242 294 3.26| 093 0.00 0.00 0.00 2.19 2.63
1982 1.76 0.00 0.00 2.34 291 3.25| 0.89 0.00 0.00 0.00 2.15 2.61
1983 1.67 0.00 0.00 2.24 2.88 3.25| 087 0.00 0.00 0.00 2.14 2.63
1984 1.66 0.00 0.00 2.23 2.89 3.26 | 091 0.00 0.00 0.00 2.19 2.67
1985 1.70 0.00 0.00 2.27 290 3.27| 095 0.00 0.00 0.00 2.23 2.71
1986 1.74 0.00 0.00 2.30 292 3.28 | 098 0.00 0.00 0.00 2.26 2.74
1987 1.76 0.00 0.00 2.32 294 3.31| 1.01 0.00 0.00 0.00 2.30 2.79
1988 1.81 0.00 0.00 2.35 295 3.32| 1.10 0.00 0.00 0.00 2.37 2.82
1989 1.82 0.00 0.00 2.36 2.95 3.32| 1.12 0.00 0.00 0.00 2.39 2.84
1990 1.85 0.00 0.00 2.38 295 3.32| 1.14 0.00 0.00 0.00 241 2.86
1991 1.81 0.00 0.00 2.33 291 3.29| 1.14 0.00 0.00 0.00 2.40 2.85
1992  1.77 0.00 0.00 229 2.89 328 | 1.15 0.00 0.00 0.00 240 2.86
1993 1.74 0.00 0.00 2.26 2.88 3.27| 1.15 0.00 0.00 0.00 2.42 287
1994 1.72 0.00 0.00 223 286 3.27| 1.14 0.00 0.00 0.00 241 2.87
1995 1.76 0.00 0.00 2.26 287 3.28 | 1.15 0.00 0.00 0.00 241 2.89
1996 1.78 0.00 0.00 2.27 287 3.27| 1.18 0.00 0.00 0.00 242 2.89
1997 1.78 0.00 0.00 2.28 2.87 3.27| 1.20 0.00 0.00 0.00 244 2.90
1998 1.80 0.00 0.00 2.31 2.89 3.30| 1.22 0.00 0.00 1.16 2.46 2.92
1999 186 0.00 0.00 2.36 293 3.33| 1.25 0.00 0.00 1.38 2.50 2.95
2000 1.87 0.00 0.00 2.37 294 3.36| 1.28 0.00 0.00 1.51 2.53 2.98
2001 1.89 0.00 0.00 2.38 295 3.38| 1.31 0.00 0.00 1.58 2.55 3.00
2002 1.87 0.00 0.00 2.37 295 3.39| 1.29 0.00 0.00 1.49 255 3.01
2003 1.82 0.00 0.00 233 294 339 | 1.27 0.00 0.00 1.24 2.55 3.02
2004 1.78 0.00 0.00 2.30 293 3.37 | 1.25 0.00 0.00 0.00 2.55 3.02
2005 1.78 0.00 0.00 2.29 292 337 | 1.24 0.00 0.00 0.00 2.54 3.02
2006 1.79 0.00 0.00 2.28 291 3.37| 1.25 0.00 0.00 0.85 254 3.01
2007 1.80 0.00 0.00 229 292 338 | 1.27 0.00 0.00 1.22 2.55 3.04
2008 1.79 0.00 0.00 229 292 3.37| 1.29 0.00 0.00 1.38 2.57 3.05
2009 1.74 0.00 0.00 2.25 290 3.37| 1.25 0.00 0.00 0.00 2.54 3.03
2010 1.64 0.00 0.00 2.15 289 337 | 1.21 0.00 0.00 0.00 2.54 3.05
2011 1.62 0.00 0.00 2.11 287 3.36| 1.19 0.00 0.00 0.00 2.53 3.04
2012 1.63 0.00 0.00 2.13 2.87 3.36| 1.18 0.00 0.00 0.00 2.51 3.02
2013 1.65 0.00 0.00 2.13 286 3.35| 1.19 0.00 0.00 0.00 2.51 3.03
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Table 8: Mean decomposition, actual earnings for participants (Frank copula)

Year Total EC CC SC PC | Year Total EC CC SC PC

1976  0.43 0.01 040 -0.03 0.04 | 1995 0.24 0.00 0.27 0.02 -0.05
1977 041 0.01 039 -0.02 0.03 | 1996 0.25 0.00 0.39 -0.09 -0.05
1978 0.42 0.01 047 -0.06 0.00 [ 1997 0.25 -0.01 0.36 -0.06 -0.04
1979 0.42 0.01 048 -0.07 -0.01 | 1998 0.24 -0.01 0.27 0.03 -0.04
1980 0.41 0.01 047 -0.06 0.00 | 1999 0.26 -0.01 0.40 -0.09 -0.05
1981  0.40 0.00 044 -0.05 0.00 | 2000 0.25 -0.01 0.35 -0.07 -0.03
1982 0.40 0.01 046 -0.05 -0.01|2001 0.24 -0.01 0.35 -0.08 -0.02
1983 0.38 0.01 044 -0.04 -0.02 | 2002 0.23 -0.01 0.32 -0.06 -0.02
1984 0.35 0.01 0.30 0.04 0.00 | 2003 0.22 -0.02 0.38 -0.10 -0.04
1985 0.35 0.01 040 -0.04 -0.01]|2004 0.20 -0.02 0.38 -0.12 -0.04
1986  0.34 0.01 043 -0.07 -0.03 | 2005 0.21 -0.02 0.40 -0.12 -0.04
1987 0.33 0.01 047 -0.10 -0.04 | 2006 0.22 -0.03 044 -0.16 -0.03
1988 0.32 0.01 035 -0.01 -0.02|2007 0.20 -0.03 043 -0.14 -0.06
1989 0.32 0.01 032 0.01 -0.02| 2008 0.19 -0.03 0.45 -0.17 -0.06
1990 0.30 0.01 0.37 -0.03 -0.05]2009 0.20 -0.04 0.33 -0.05 -0.04
1991 0.28 0.00 0.31 -0.01 -0.02 |2010 0.19 -0.04 0.26 0.01 -0.04
1992 0.26 0.00 0.29 -0.01 -0.02| 2011 0.19 -0.04 0.42 -0.14 -0.05
1993 0.25 0.00 0.21 0.06 -0.03|2012 0.19 -0.03 0.27 0.00 -0.05
1994 0.23 0.00 0.23 0.04 -0.03|2013 0.18 -0.04 0.40 -0.14 -0.04

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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to the gender participation gap. Indeed, the participation component constitutes the lion
share of the gap, and its reduction has been responsible for the majority of the closing of
the gap. The remaining three components display a similar behavior to the one found in the

decomposition of actual earnings for participants although their size is scaled down.

Table 9: Mean decomposition, actual earnings for the full population (Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 1.07 0.00 0.29 -0.02 0.81] 1995 0.61 -0.01 0.18 0.01 0.41
1977 1.06 -0.01 0.28 -0.01 0.79| 1996 0.60 -0.01 0.26 -0.05 0.40
1978 1.03 0.00 0.34 -0.03 0.73| 1997 0.58 -0.01 0.24 -0.04 0.39
1979 1.03 0.00 0.35 -0.04 0.72] 1998 0.58 -0.01 0.19 0.02 0.39
1980 0.96 0.00 0.33 -0.04 0.67| 1999 0.61 0.00 0.28 -0.05 0.39
1981 0.91 0.01 0.31 -0.03 0.63| 2000 0.59 0.00 0.24 -0.04 0.39
1982 0.87 0.01 0.30 -0.03 0.59 | 2001 0.58 -0.01 0.24 -0.05 0.39
1983 0.79 0.01 0.28 -0.02 0.53 | 2002 0.58 -0.01 0.23 -0.03 0.40
1984 0.75 0.01 0.20 0.02 0.52] 2003 0.55 -0.01 0.26 -0.06 0.37
1985 0.75 0.01 0.26 -0.02 0.50 | 2004 0.53 -0.02 0.25 -0.06 0.37
1986 0.76  0.01 0.28 -0.04 0.50 | 2005 0.54 -0.02 0.26 -0.07 0.37
1987 0.75 0.02 0.31 -0.06 0.48 | 2006 0.53 -0.02 0.28 -0.09 0.36
1988 0.71 0.02 0.24 -0.01 0.46 | 2007 0.53 -0.03 0.29 -0.08 0.36
1989 0.69 0.02 0.22 0.01 0.45]2008 051 -0.03 0.30 -0.10 0.34
1990 0.71  0.01 0.26 -0.02 0.46 | 2009 049 -0.04 0.22 -0.03 0.34
1991 0.67 0.00 0.21 -0.01 0.46 | 2010 043 -0.04 0.17 0.00 0.30
1992 0.62 0.00 0.20 -0.01 0.43] 2011 043 -0.04 0.25 -0.07 0.29
1993 0.59 0.00 0.15 0.03 0.41]2012 045 -0.04 0.18 0.00 0.31
1994 0.59 0.00 0.16 0.02 0.41]2013 046 -0.05 0.25 -0.07 0.33

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.

The same decompositions are performed for the unconditional distributions. I present
the estimates for a number of years (1976, 1984, 1992, 2000, 2007, 2013) in Figures [2}{3]
Additionally, I report the estimates for several quantiles in Tables in Appendix [F]

Figure [2| shows the evolution of the gap for the entire quantile process. Several changes
have taken place. First, the gap increases monotonically with the quantiles of the distribution
in every year, with the exception of the extreme top quantiles. Second, there has been a
generalized reduction at all quantiles and, the decrease in the gap in absolute value has

also been larger for higher quantiles. As it was the case for the mean decomposition, the
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coefficients component has been the largest one for almost every quantile and every year. In
contrast, the selection component has been relatively flat across quantiles, although it again
displayed great variation across years, switching sign several times.

Regarding the participation and endowments components, their behavior is quite similar:
their magnitude is smaller than that of the other two components, they initially were positive
for the majority of the distribution and had a mild upward slope, and they have progressively
flattened out, becoming negative and therefore reducing the gender gap.

The distributional gap for the entire population has an unconventional shape, as it
displays a thick spike for a large part of the distribution. Its width equals the difference
in the participation rates between men and women, and its height equals earnings of male
workers from the left tail of their gender distribution. Therefore, the width of this spike has
progressively diminished over time with the reduction of the participation gap. However, it
still remains the main factor of difference between the two distributions. Second, since the
fraction of non-participants is positive for both men and women, the lower tail of the gap
equals zero, as workers of both genders on that tail do not have any labor earnings.

Additionally, the participation component has a decreasing shape after the end of the
spike, reflecting a shifting in the distribution between male and female worker. To see this,
denote by 7 the quantile at which women earnings becomes positive, i.e. 7, = 1 —E 7/ (Z)].
Men above 7; represent those above a certain level of earnings, which would be equivalent
to comparing the distribution of earnings of participating women at a given quantile to the
distribution of participating men of a higher quantile.

The other three components have a similar shape to the one found in the decomposition
for participants, although their size is somewhat smaller. Consequently, the coefficients
component is the second largest one, remaining an important determinant of the gap. Finally,
the endowments component and selection components are flatter, relatively small, but they

have become negative over time reducing the gap at all quantiles.
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Figure 2: Unconditional quantiles decompositions, actual earnings for participants (Frank
copula)
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Notes: the solid thick blue line denotes the total gap between male and female workers; the solid thin red
line denotes the endowments component; the dashed thin green line denotes the coefficients component;
the dotted thin orange line denotes the selection component; the dashed-dotted thin cyan line denotes the

participation component.
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Figure 3: Unconditional quantiles decompositions, actual earnings for participants (Gaussian
copula)
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Notes: the solid thick blue line denotes the total gap between male and female workers; the solid thin red
line denotes the endowments component; the dashed thin green line denotes the coefficients component;
the dotted thin orange line denotes the selection component; the dashed-dotted thin cyan line denotes the

participation component.
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6.5 Heterogeneous copulas

One potentially strong assumption regards the fact that the baseline copulas used in the
estimation are homogeneous across the covariates. This limits any selection differences across
some of these characteristics to the propensity score channel. To address this issue, I repeat
the estimation separately for three different categories: race (white vs non-white), education
level (college graduates vs. less than college) and marital status (married vs unmarried).

Some of the estimates are slightly sensitive to the heterogeneous copulas. The mean
value of the unobservable u for participants with each set of copulas is shown in Figure [4]
The average value of unobserved ability is most similar when one obtains the estimates by
race. However, it has been in general larger for white males relative to the baseline estimates,
although the estimates are more volatile. In contrast, the estimates for non-white males show
a smaller value than the baseline for almost the entire period. In contrast, the estimates
for white females show a more stable evolution of the average value of unobserved ability,
whereas for non-white female workers, the evolution has been positive, very closely to the
baseline estimates.

A more evident difference relative to the baseline case appears in the estimates split by
education level, showing a great divide in the average level of unobserved ability between
those with a college degree and those without. For the first group, this level has been higher
and relatively stable, whereas for the latter it has been lower and decreasing steadily since
the mid-nineties. The same divide can be observed for female workers although the average
level of unobserved ability steadily increased for college-educated women, and has remained
stable for lower-educated female workers.

Finally, if one allows the copula to be different for married and unmarried workers, we
find the largest differences for women: in particular, unmarried female workers tend to have a
much higher level of unobserved ability, although the gap with married women has decreased
in the last two decades. In contrast, the estimates for men are much similar to the baseline
ones. The main difference corresponds to the period beginning in the late nineties, in which

the average level of unobserved ability for married male workers is smaller.
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Figure 4: Mean value of u for participants
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Despite these differences in the amount of self-selection, the mean earnings gap for
participants remains almost unaltered in these more flexible specifications. However, the
decompositions do vary slightly. The most noticeable differences relative to the baseline
estimates arise in the coefficients and selection components. In particular, the coefficients
components is generally larger for the estimates with heterogeneous copulas by race and
marital status, and smaller for the estimates that are heterogeneous by education level. Note
however, the coefficients and selection components almost cancel each other out entirely.
This reinforces the hypothesis that the instrument is weak for male workers. The only
exception is the for the model with heterogeneous copula by marital status, for which the
the participation components is more negative for the entire period, i.e., in favor of female

workers.

7 Conclusion

In this paper I have introduced a new way to decompose differences in outcomes between two
groups when there is self-selection into participation. In particular, rather than considering
the decomposition of potential outcomes for the entire population, I decompose differences
in actual outcomes for both participants and the entire population. These differences are
decomposed into four components: endowments, coefficients, participation and selection.
Moreover, I propose to provide two additional ancillary decompositions regarding differences
in participation and self-selection.

I apply this methodology to analyze the labor earnings gap between males and females.
I find that increases in female labor market participation and improvements in self-selection
that led to an increase in unobserved ability for females have been responsible for a large share
of the fall of the gap. Moreover, considering the gap for participants greatly underestimates

the gap for the entire population, due to the still existing gender participation gap.
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Figure 5: Mean decomposition, actual earnings for participants with heterogeneous copulas
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marital status.
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A Mathematical proofs

A.1 Proof of Lemma [

Ford=0,1,let V = Fyux (f/\d, X). By definition, V ~ U (0,1). Moreover, V < 74 (Z) <
FV|d,X (V’d, X) < FV\d,X (ﬁ'd (Z) ’d,X) =Ty (Z) Hence, FV|S,X = FV\S,X-

Similarly, let U = FU|d7X (U |d, X ), which is also uniformly distributed on the unit
interval. It follows that Y = g, (X, (7) S = g (X, i x (Uyd,X)) S = g4(X,U)S. The

joint distribution of ((7 , V) can be written as

P(U <7V <#a(2)|Z=2) =P (Fy, Uldx) <7, Fh, (VId ) <7(2) |Z = )
=P (U < Fypaa (tl2),V < 7 (2) | Z = 2)

—C’dx(FU‘dx (1|d, x) ,7mq ( )

where the first equality follows by the invertibility of U and V, the second one by the first
result of the lemma, and the third one by definition of the copula.

Define Gy, (1,74 (2)) = P (f] <7lS=1,7Z= z). It can be expressed as

<7V <(2)|Z=2)

(V <#a(2)1Z2 =2)

P (Fipe (Uild,2) < 7yl (V]d,2) < < )12 =2)
P(Fyly, (V]dz) < 7a(2)| Z =

_ Claa (FU|d,;t (ld, ), mq (2))

T4 (2)

éd,x (T, ﬁ'd (2))

]P’(U
P

= Gas (Fuaa (tl2),7a(2))  (21)
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Then, the distribution of Y, conditional on S =1 and Z = z equals

P oS =12 =2) = [ 1(a(0,) <) dCis (.74 (2)

1(9a (2, @) < y) dGas (Foiaa (@), ma (2))

1(ga (2, i, (0) < y) dGaa (u,7a (2))

I
—— —

1 (gd ("L‘7 u) < y) de,;B (u’ Tq (Z>>

where the second equality follows by Equation , the third one by the invertibility of U,

and the fourth one by the definition of g4, completing the proof.

A.2 Proof of Theorem [

By the functional delta method,

Vi (&[vs =1] - E[v]s = 1])
_ Jn / / T e (07) — g (2. 1)) G (7l (2)) sAF (2)
LR / / d (G ([T (2)) = Gro (7| (2))) sdF (2)
+n / / - gk (2,7) d (VeGia (T|Tm (2))) (Fim (2) = T (2)) sAFE (2)
+\/_// e (2,7) dGy (7l (2)) sd (
N /Z / T (r.2) G (7l (2)) dFL (2)
o[ ) oy (7 (2) drdES (2
o g (57) d(Va Gt (7l (2))) Zon () A (2)
vz ([ oG i () = Zres

A

% (2) = F}(2)) + op (1)
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where VG4, (7|7) is the Hadamard derivative of G, (7|m) with respect to m. Apply the

functional delta method once more to obtain
\/ﬁAz,@ (]E Y[S=1-E[Y[S = 1]) = Lytjg=1 = ny’\sz1 = ZA“’Y|S:1

To show the asymptotic distribution of AZ’ZIQy‘ s=1 (1), I firstly show some intermediate

steps. First, note that we can write

n

Romr 412) = - Z[H [ 1) < 06 ) 101

= [e [ awn <o) = Fn Dy ) = [ Hy o 0l d, )

Next, consider the joint asymptotic distribution of (FY| z.5-1 (Y]2) . = fdF 7. (z)) The

following expansion holds:

Vi (B izsm1 (012) = Fjzsm (v]2)
— Vn / (@A) <0) - 1B () < ) Do T D g

Tm (2)

L (Cn (r 7 (2)) = c1n (7 7 (2)) diF
(

zg — C1p (T, (2)) (

where V cq . (u, 7) denotes the Hadamard derivative of ¢4, (u, 7) with respect to its second
argument. Define @y (z,y) = {minw : 2’3, (v) < y}. By Lemma 3| the mapping v : D, C
0> U)* — (> (YXTI), defined as b — ¢ + f (@'b(u) < y)dGay (u,m) is Hadamard

differentiable at b (-) = (4 (-) tangentially to C (14)*, with derivative

D (yl) = — fyiz5m1 (412) ml() (Cae (@ (,9) 7 (2)) 70 () R (Fyizson (y12)12)

49

Tm (2) — T (2)) dT + 0p (1)



Hence, it follows that

\/ﬁ (Flgf\z,Sﬂ (ylz) — FXZ/|Z,S:1 (?J|Z)) =

wml(z) et (Cra (i (2,) , T (2)) T () /s, (Fyyz,5-1 (y]2))

+/ _al(xlﬁk (1) < y)m

/ —e L @B (7) < 1) Tm (2) Ve (U, T (z)g — C o (T, T, (Z))an (2) dr

Tm (Z)

- fY\Z,Szl (y]2)

Lic, (T, T, (2)) dT

+

= ZF§|Z,S:1 (y,2)

in £ (YZ). Therefore,
s (Féz,51 (v]2) ~ iz <yz>) _ (ZF;X,SI (v z>)
fgfd(ﬁg(z)_Fél(Z)) \/p_hZZh<f)

in (*(YZF).
The next step is to show the asymptotic distribution of the estimator of the unconditional

distribution ﬁ’f,‘ o1 (y). By the functional delta method,

Vi (Ff sy () = FYiso () = v /Z (B 2501 (02) = Fip6m0 (4]2)) dFY (2)
Vit [ Pl ) (B () = P (2)
= [ Zegiasms W) AP () + VinZa, (Fhizsm 019)

=Zpe (y)

Y|S=1

uniformly in £ ()).

The next step is to show the asymptotic distribution of Q§,| g_1 (7). By the functional
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delta method,

o oty YA (B (@ (1) = Frisy (Qhs (1))
Vi QY51 (1) = Q5o (7)) o (s )
. _ZF§Z/|S:1 <Q€/|S:1 (T)>
ff/|5:1 (ng\S:l (T>)

= ZQZY‘SZI (1)

+ op (1)

jointly in ¢ € D*, where I have used the Hadamard differentiability of the quantile operator

(Chernozhukov et al., [2010). 7 — Q§/| s (7) is a.s. uniformly continuous by Assumption ,
and together with the a.s. uniform continuity of ZFéls_l (y), it follows that Z%S_l (1) is a.s.
uniformly continuous with respect to 7.

Finally, note that

A (Qyis=1 (1) = Qyis=1 (1)) = Q451 (7) = Qs (7) = (@151 (1) = Q5 (7))

Therefore, /nA%" (QY|S=1 (1) — Qvis=1 (T)) = Loy, (T)~Lgy _ (7) = Las=1e (T),
finishing the proof.

A.3 Proof of Theorem [2I

Let W = (Y, S, D, Z). Moreover, define
1L(D = d) SXCay .,z 00 (Y — X'Pa)

ra(W.3,0,7,7) = | [ 1(D = d) S (u, Z) Cay o (rin(zim) 00 (Y — X'Ba) du
Sd (Su Z7 f}/)
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1(D =d) SXpa, ,(rm(zm)00) (Y — X'Ba)
qd (VV7 Ba 97 v, 7') = |1 (D = d) Sfol ©@ (u, Z) de,x(TJT(ZW),@d) (Y — Xlﬁd) du
sa (S, Z;7)

foB fW)]= S fW), [ G [f(W)]= &Sk f(W)=E(f (W), Qan (8,0,7,7) =
E, (g4 (W, 8,0,7,7)], and Qu (8,0,7,7) = E [qa (W, 5, 60,7,7)], where p, (u) = (v — 1 (u < 0))u,
Gu)=1w<0)—7), (1))=Y —X'B4(7), and &4 (1) =Y — X'y (7).

First I show the consistency of the estimator. By Assumptions [3| to @ Qaq(5,0,7,7) is
continuous over BXxOxI'xT. By Lemma|§|, SUD(5,0,7,r)eBxoxIxT ||Qdn (B,0,7,7) — Qa (8,0,7,7)|l St
0, uniformly in D. Thus, by Lemma , SUD e H@d (1) — q (7')H 5 0, uniformly in D.

Next, I show its asymptotic distribution. By Theorem 3 in |[Koenker and Bassett| (1978),

it is possible to show that

o(jﬁ) = VA, [1(D = d) SXCa, (rmiziin) (ea ()

By Lemma |§| and Assumption , the following expansion holds in ¢ (7):

1 c A
0 (ﬁ) = Gn { (D =d) SXCG“(TW (Z59):04) (€4 (7'))} + VnE { (D =d) SXCq, . (r(Z:3)d) (64 (1))

= G, [1(D = d) SX (o, (rin(znyon) (€ (7))] +0p (1)

VI [1(D = d) SXCq, (s mzayis) (Ca (D)

= G [1(D = d) SX o, (rinzyon (€a(7))] + T (1) v/ (Ba () = Ba (7))
— Ty () V1 (3 =) = Joa (7) v/ (84 — 6a) + 0p (1)

where

OF [1(D = d) SX (o, (rm(zypa) (€0 (7))

Jpa (T) = o5,
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OE [1(D = d) SXCa,, (rm(zoyon (€4 (7))
oy

Jya (T) = —

O [1(D = d) SX (e, (rm(zeyyon) (€a (7))

J9d<T)E— aed

Rearranging and solving for y/n (Bd (1) — Ba (7')),

Vi (Ba () = Ba(r)) = T (7)™ {@ [1(D = d) SX etz (e (7))
- yd(T)\/ﬁ(’?—V)—Jed(T)\/ﬁ(éd—ed)}-i‘OP(l) (22)

in ¢ (7).

Using Theorem 3 in |[Koenker and Bassett| (1978) again, it is possible to show that

0(J2) = Vi, | [ 1D = 500026y (o la )

By Lemma [6] and Assumption [§] the following expansion holds:

0(&5) _g, Vl 1D = d) S (. 2) ¢, (uﬂzwed)(d(u))du]

v / g [1 (D=d) S (1, 7) G, (uriinri) (e (u))] du

-G, [/ LD = )59 (1,2) Gy tustzipn ca(w) ] + 01 (1)
+ / L(D = ) S (1, 7) o, (uninyi) (u))] du

-G, | / 1D = )5 (1.2) oy tumtzopan () ]

N / T ) (B () — B () du— / oty (0, 0,)
i [ Radu =)+ or (1)
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where

jﬁd (7_) = aE [1 (D - d> SSO <T7 Za;iGd,x(Tﬁ(ZW)ﬁd) (Ed (T))}

Joa(r) = OE [1 (D=d)Se(r, Za)fcd,z(r,n(zw);ed) (€ (T))}

OE |1(D = d) S (7, Z) (o, (rim(ze00) (€ (7))

Jgd (T) = — aed

Rearranging and solving for y/n (éd - Hd),

-1

Vvn (éd — 0d) = [/51_6 Jod () du] {Gn [/:_6 1(D =d)Se (u, Z) (G, (un(z:m)60) (€a (1)) du]
i [ ) (a0 = pa ) do = Vi [ s - 0 +or (1)

(23)

Now define

Aq (1) =y (1) — 04 (1)

—Jgd (T)_l 0 0
Cd (T) = 0 U;lis jgd (u) du} - 0
0 0 —-B;!

o4



Fd(T)

Il
o
o
o

Va(T) =1 (W, B (7),0,7,T)

Combining Equations [22] to 23] yields

Ad(T):Fd(T)Ad(T)+ 76Dd(u)Ad(u)du+Cd(7)i

: G tor () @0

in ¢ (7). Equation [24] is a particular case of a Fredholm integral equation of the second
kind. The solution to this type of equations is a Liouville-Neumann series. By Lemma [4]

the solution to this equation is given by:

Ay (7) = FL(7) (1— / D) F () du>_ / D () ET () C () Gt () ds

+ Fj (1) Ca(7) Gutba (7) + 0p (1) (25)

in ¢ (T), where F! (7) = (I — Fy(r))”"" = I + Fy (7). Using the Functional Delta Method
and Lemmas and it follows that \/n (@d (1) — q (T)) = /Pl (T) LR, (T) = Zy, (1), &

zero-mean Gaussian process with covariance Xy, (7,7") = \/DPapa Ha (7) Xr, (7, 7") Hy (T).
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A.4 Proof of Corollary

The first step is to show the asymptotic distribution of the first three components of

(gk (2,7), G (T|7) , s (2), [ 5 fdﬁg). By Theorem [2[ and the functional delta method,

\/ﬁ((gk (ZE, T) Jél,r (7—7 7]) s Tm (Z)) - (gk (ZL’, T) ) Cla (7-7 T]) » Tm (Z))) = Jve (277_7 77) Zﬁz (T)

where

T 0 0
ng (27 T, 77) =10 Velcl,x (7_7 ; 91) 0
0 0 Vo Tm (25 Ym)

and I have also used the fact that the mapping b — 2’b (u) is linear and therefore Hadamard
differentiable at b(-) = ;4 (-), where the derivative equals D), (7,z) = 2’h (7,z). By Lemma
E.4 in|Chernozhukov et al, (2013), \/ny, [, fd (ﬁg — Fg) = Zgz, (f) Taking these together

vields \/n (0¢ (z,7,1m, f) —ve (z,7,0, f)) = Zy, (2, 7,7, [), where

ng (Ta 23)
Zo, (2,71, ) = (T T (2)) _ (JW (z,7,1) Zs, (7-))
= (%) VPiLz, ()
\/_ZZh (f)

A.5 Proof of Theorem [3

First, I show the distribution of ¥ (7). Using the same arguments used in Theorem [2| and

Assumption [10} it follows that

-1 1—¢

Dy (u) FY (w) du) Dy (u) FY (u) Cyq (u) Giabg (u) du

£

1—¢

Vi (0305 = 0a () = () (1 -

+ Fy (1) Ca(7) Goba (1) + 0p (1) (26)

&€

15Recall that £} (2) = 2 327 1 (2 < 2)1(d; = h), so that v/n [, fd (Fh Fg) = VbrZz, (f).
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where [ — G [f (W)] = 7= 2im wif (W)=E(f (W)). Therefore, vn (192 - ﬁd) = 7, (T)
VWoly, (T), a zero-mean Gaussian process with covariance woXy, (7,7').

Now substract Equation [25 from Equation [26] to get

=1 (1) ([ — h Dy (u) FY (u) du>_ / h Dy (u) F (u) Cy () \/15 Zn:(wl — 1) g (u) du
+ Fy (1) \/—Z w; — 1) Yq (7) + op (1) (27)

By Assumption , it follows that \/% (192} (1) — Vg (7')) = Zg, (7). By the functional
delta method, Theorem [ and the previous result, it is straightforward to show that:

ﬁ (Af,é’]@* [Y|S — 1] . Af,f’ Y|S o 1 ) = Z’AM/YLS 1
\/ Wo
E(AZ,Z’E* [Y|S:1] AZ[’ Y‘S_l) :>ZAuly|S 1
\/ Wo
n TEEN
J—(A” Q151 (1) — A% Qy\s 1 ( )=>ZQ|S Lee (T)
Wo
— (A“/Qws 1 (1) = A Qy s ( >:>ZQ|S Lee (T)
Wo
A.6 Proof of Theorem {4

By the functional delta method,

Vi (E[rS=1] -E[r|s=1]) = \/E/Z (Fim (2) — T (2)) dFL (2) 4 0p (1)

= /Z Low, (2) dF} (2)

Using the functional delta method once more, it follows that

VA (B [x]S =1] = E[r]S = 1)) = Zatysoy — Lyrjsoy = L sy
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finishing the proof of the first part of the Theorem.

For the second part, again by the functional delta method,
(@[ =1] e [uts =)
—Vn / / (G (7l (2)) — Gra (7l (2))) A (2)
I / / AV 11 (7l (2))) (o (2) — T (2)) dF (2)
I /Z / rdG (rlmm (2)) d (B} (2) — F3 (2)) + 0p (1)
1—¢ 1 h
N /Z / Ty (7 () dTdF (2
+/z/ 7d (VG (7|7 (2))) Zor,, (2) dFY (2)
+viza ([ rdG ol () = Zus

Applying the functional delta method again,
VA (B[UIS =1] = E[U|S = 1)) = Zygs—y — Zye sy = Law s

which finishes the proof.

B Auxiliary Lemmas

B.1 Hadamard Derivatives

Lemma 2. Define k (u) = fol Au)v(u)du and k (u; hy) = fol A(u) (v (u) + the (uw)) du. As

t—0,

Dht (t)

Oh\b—‘

(k (w; hy) = 5 (u)) = D
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where Dj, = fol A(u) h(u)du. The convergence holds uniformly in any compact subset of T
for any hy : |y — h|| — 0, where hy € £>°(T) and h € C(T).

Proof.

]

Lemma 3. Define Fy|zs-1 (y|z,h) = fol 1 (ga (7, u) + thy (u2) < y) —Lcqw (u, 7 (2)) du.

w(z)

Under Assumption[t, ast — 0,
1
D, (ylzhe) = -+ [Frizs—1 (]2, 1) = Frizs—1 (4]2)] = Du (yl2)
_ 1 -1
where Dy, (?J|Z) = _fY\Z,Szl (y|z) 7a(z) Cdsw (Cd,:c (gd (% y) y TTd (Z)) y Td (Z)) h (FY|Z,S:1 (y|z) |Z)

The convergence holds uniformly in any compact subset of UZ for any hy : ||hy — h||, — 0,

hy € 1 (UZ) and h € C (UZ).

Proof. This proof is partly based on the proof to Proposition 2 in |(Chernozhukov et al. (2010).

For any 6 > 03Je > 0: for u € B. (Fy|Z7S:1 (y|z)> and for small enough ¢ > 0

1 (g4 (z,u) +th (ulz) <y) <1 (gd (2, u) +1 (h (FY|Z,S:1 (y[2) \Z) - 5) < y)

whereas Yu ¢ B, (Fy|z,s:1 (?J|Z))

1 (g4 (z,u) +th (ulz) <y) < 1(gq(z,u) <y)
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Therefore, for small enough ¢ > 0

715 [/o 1 (ga(w,u)+the (ulz) <) W@lu _/0 1(gq(z,u) <vy) Wdu
(28)

g LU ulz - T, u Ca (U, ma (2)) U
< t/Be(Fm,smym) (1 (ga (x,u) + thy (ulz) < y) —1(gq (2z,u) < y)] () du (29)

which by the change of variable § = g4 (x, Coa (u,mg (z))), where Cj | (u,mq (2)) denotes the

inverse of Cy, (u, 74 (2)) with respect to its first argument, is equal to

1 Cdz (Od,z (g;l (2,7),74 (Z)) , T (z))

( [;m[y,yt(h(Fyz,s_1<y|z>|z)6)] Vugi (2, Caw (92" (2,5) 74 (2),) )| 7a (2)

dy

where g;' (z,y) denotes the inverse of gq (x,u) with respect to its second argument and J is
the image of B, (Fy|Z75:1 (y|z)) under u — gq (;E, C’df; (u, 4 (z))) The change of variables
is possible because g4 (:c, Cya (u,mg (z))) is a bijection between B, (Fy|Z,5:1 (y\z)) and J.

Fix € > 0 for ¢t — 0. Then, we have that J N [y,y —t (h (Fy|Z7S:1 (yl2) |z) - 6)} =
[y, y—t (h (FY|Z,S:1 (y]2) |z> — 5)} and

car (Cax (92" (2,9) 74 (2)) 74 (2))
Vg (2, Cae (92" (,9) 74 (2)) )| 7a (2)
Cd.z (FY|Z,S:1 (y|z) , Td (2))
‘Vugd (#, Frizs=1 (y]2)) ’ ma (2)

as Cyy (g;l (,7),7q (z)) — Fyz.5-1 (y|2). Thus, Equation [29)is no greater than

{—h (Fy‘zszl (y|z) |Z) - 5} Cd,x (FY\Z,Szl <y|Z) » Td (Z))
‘vugd (ZE, Fy|z,5-1 (y]z))‘ ma(2)

+o(1)
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By a similar argument,

[—h (Fy‘z}szl (y]z) ’Z> + 5} Cdx (FY\Z,S=1 (y’Z) » TTd (Z)>
‘Vugd (l’, Fyz.5-1 (y|z)) ’ T4 (2)

)+o(1)

bounds Equation from below. Since § > 0 can be made arbitrarily small, the desired
result follows.

To show that the result holds uniformly in (y, z) € K, a compact subset of Y Z, we use
Lemma B.4 in (Chernozhukov et al| (2013)). Take a sequence (y, 2;) in K that converges

to (y,z) € K. Then, the preceding argument applies to this sequence, since the function

Cd,x (FY\Z,S:I(y|Z)»7Td(Z))
|Vugd(z»FY\Z,S:1(y|Z)) |7Td(2)

continuity of h (u|z), Fy|z,s=1 (y|2),

is uniformly continuous on K. This result follows by the assumed

Vugd (x, Fy|z,5-1 (y|z))‘ in both its arguments, of ¢4, (u, 74 (2)),

Caz (u,mq(2)) and gq (z,u) in u, as well as the compactness of K.

B.2 Solution to the Fredholm Integral Equation

Lemma 4. Let L(1) = M, (1) L(7) + My (1) + fol M; (u) L (u) du be a Fredholm integral
equation of the second kind. Moreover, define My (1) = (I — My (1))”" My (1) and M; (1) =
Ms (1) (I — My (7))"". Let

(i) T — M (1) is invertible V7 € [0, 1]
(i) 1im, o0 [ fy M (u) du}" —0

Under (i)-(ii), the solution to this equation is given by

L(7) = M (7) + (I = My (7)) (1 - /O1 Ny () du> h /01 Ny () My () du
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Proof.

= My (1) + (I =M (1) | M;(u) L (u)du

= My (1) + (I — M (7 no[/ M (u du] /M3 ) Ms (u) du
+ Jim (I - M (v [/ M (u d“] /M3
— M (7) + (I = My (7)) (I— /O M3<u>du> /0 My () M (u) du

where the second equality follows by (i), the third one by iteratively substituting L (u)
inside the integral, and the fourth one by (ii) and the following result: define S =322 C

and A, B and C be square matrices. Then, ASB — ACSB = A(I -C)SB = AB. 1If
I — C is invertible, then S = (I — C’)fl. Premultiply both sides of the equation by A and

postmultiply them by B to obtain the desired result. O

B.3 Argmax Process

Lemma 5. (Chernozhukov and Hansen, |2006) Suppose that uniformly in m in a compact set
IT and for a compact set K (i) Z,, (w) is s.t. Qn(Zy (1) |m) > Sup,cp Qn (2|7) — €n, € N\, 0;
Zy(m) € K wp — 1, (i) Zy (1) = argsup,cx Qoo (2|7) is a uniquely defined continuous
process in £ (1), (iii) Q, (T|7) 2 Qo (7|7) in £ (K x II), where Qo (T|7) is continuous.
Then Z, (T) = Zso (1) + 0p (1) in £ (II)

Proof. See Chernozhukov and Hansen! (2006)). O

B.4 Stochastic Expansion

Lemma 6. Under Assumptions the following statements hold uniformly over d € D:

1. SUP(8,6,y,7)eBxOXTXT |En [Qd (Wa Ba 97 s T)] —E [Qd (I/Vy 57 97 v T)H = Oop (1)
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2. Gpra (W, 5 (7),0,7,7) = Zg, (1) in (>°(T), where Zg, (T) is a zero-mean Gaussian
process with covariance Xg, (1,7") defined below in the proof. Moreover, for any Va (1)

such that sup, yerxp Hﬁd (1) — q (7')” = op (1), the following holds:

sup |Gura (W, B(7),0,4,7) = Gura (W, B(7),60,7,7)| = op (1)

Proof. Let F be the class of uniformly smooth functions in z with the uniform smoothness
order w > 2 and || f (7, 2) — f(1,2)|| < K (1 — )" for K > 0,a > 0,Y (2,7, 7)Vf € F.
The bracketing number of F, by Corollary 2.7.4 invan der Vaart and Wellner| (1996) satisfies

log Nij (€, F, Ly (P)) = O <e—‘“rffz)> —0(e)

for some & < 0. Therefore, F is Donsker with a constant envelope. By Corollary 2.7.4, the

bracketing number of
Dy ={Ba > X'Ba, Ba € Ba}
satisfies
log Ny (€, D4, Ly (P)) = O (e_dlmo(vm> =0 <6_2_5/>

for some ¢’ < 0 and d = 0,1. Since the indicator function is bounded and monotone, and

the density functions fy|qz (y|2) are bounded by Assumption , the bracketing number of
Ea={Bar1(Y < X'Ba), Ba € Ba}
satisfies

log Ny (6,€q, Lo (P)) = O (6,2,5,)
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Since &; has a constant envelope, it is Donsker. Now consider the function Gy ,. By

Assumptions [6] and [9] the mean value theorem can be applied to show

/ / a "
G (7 (29)303) = Gua (7,7 (5 2) 3030 = I =o' | -G (7" 7 (1) 00

for some 7" between 7 and 7. By Assumptions [f]and [9] the second term is bounded Vz, 7", d,

so it follows that Gq, € F[Y Let 7 = {7~ 7} and define
He={h=(8,0,v,7) = rqg(W,5,0,v,7),(5,0,7) € BxO xT}

The first subvector of Hg is Eg X F —T x F, the second subvector is £, x F —7T x F, and
the third subvector is F. Since H, is Lipschitz over (T, F,&;), it follows that it is Donsker
by Theorem 2.10.6 in jvan der Vaart and Wellner| (1996]). Define

hd = (@,ea%T) = Gnrd (W7B>97’777—>
hg is Donsker in ¢>° (). Consider the process
T = Gnrd (VV’ /87 ea’yaT)

By the uniform Hélder continuity of 7 — (7,5 (7)) in 7 with respect to the supremum

norm, it is also Donsker in ¢*° (T) for all d = 0, 1. This, together with Assumption [2[ implies

Gnrd (I/Vu 5 (T) 797 Y, T) = \/EZRd (7—)

16To see this, notice that both = Cq, (7,7) € [0,1] and 74 (7) € [0,1]. Hence, it suffices to show that
limy_yq %Gd’m (r,m) = limz_1 Cg 4 (7,m) < 00, where I have used L'Hépital rule. Since the derivative is
bounded by Assumption @ the result follows.
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with covariate function

E}%ldd/ (7—’ 7—/) Z}gd/ (T/)/ 0

Sry (1) =B [Zn, (1) 20, ()] = | SR SR, 0
0 0o =B
where
E};}dd, (1,7") =E[S (Gaxr NGuxr — GixrGaxr) XX
1
E}%Zd (1)=E [S/ X (u, Z)/ [Gaxr NG xu— GixGa xul du]
0
1,1
/
Sy =E [/0 /0 e, 2)¢ (v, Z) [Gaxu N Gaxo— GixuGaxol dvd“}
2BRde, =E [Sd (57 ZaV) Sa (Su vay)/}
where A denotes the minimum between two variables, and Gux,. = Gax (7,7 (Z);04).

Define ¢ as the Ly (P) pseudometric on Hgy:

f(ﬁdahd> = \/E HTd (W,Bﬁﬁ,%) —rq (W, 5,97%7)”2

Define §,, = sup, .7 & (ﬁd (1), hg (7')) () mha(r) Since U4 (1) 2 0,4 (1) uniformly in 7 for

all d = 0,1, by Assumption , 8 2 0. Therefore, as d,, = 0,

sup HGnrd (I/V, B, é,’y, 7') — Gurg (W, 5, 9,7,7)”
TET

S ~SUP HGnrd (VV: Ba 97’777-> —Gan (VV7 6797777—)" = op (]‘)
§(ha-ha)<on
hg,hg€EH g
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by stochastic equicontinuity of hy — G,rq (W, 3,0, v, 7). Because the number of total groups

is finite, this proves claim 2. To prove claim 1, define

A ={(8,0,7,7) = qa (W, 5,0,7,7)}

By Assumption [}, A, is bounded, and it is also uniformly Lipschitz over Bx © xI'x T, so
by Theorem 2.10.6 in van der Vaart and Wellner| (1996), A, is Donsker. Hence, the following
ULLN holds:

sup |Enqq (W, B,0,7,7) —Eqq (W, 3,0,7,7)] & 0
hqg€Hy

which gives

sup E.qa (W, B,0,7,7) — Eqa (W, 3,0,7,7)| & 0
(B,0,7,7)EBXOXT'XT

Using the fact that the number of total groups is finite, it implies claim 1. O

C Identification under a Parametric Assumption

Consider the following assumptions:
Assumption 11. (U, V) is jointly statistically independent of Z, given X = x.

Assumption 12. The bivariate distribution of (U, V') given X = x is absolutely continuous
with respect to the Lebesque measure, with standard uniform marginals and rectangular

support. Denote its cumulative distribution function as Cg, (u,v).

Assumption 13. The conditional cdf Fy+x (y|x) and its inverse are strictly increasing. In

addition, Cq, (u,v) is strictly increasing in w.

Assumption 14. 7, (Z) =P (S = 1|D =d, Z) > 0 with probability 1.
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Assumptions are Assumptions A1-A4 from |Arellano and Bonhomme| (2017). They
are not enough to identify the SQF and the copula, but they can be used to put some
restrictions on the conditional copula, as they show in Lemma 1. Specifically, their Equation

6 can be written using this paper’s notation as:

Fyp=azs=1 (Fyipeazser (717)12) = Gaa (Gal (7,74 () 7a (2)) (30)

where Fy|p—qzs-1 (7]2) is the cdf of Y, conditional on D = d, Z = 2z, and S = 1. Point
identification is achieved when they assume either enough variation in the instrument such
that one can use an identification at infinity argument, or that the copula is real analytic
and the instrument displays some continuous variation. A feasible alternative would be to

impose the following parametric assumption:

Assumption 15. The copula Cy, (T, 7) is known up to a scalar parameter g, € g4, for
d=0,1 and Ve € X. Cy, : (0, 1)2 — (0, 1) is uniformly continuous and twice continuously
differentiable in its arguments and in 04, a.e. Moreover, for any 0 < 6y, Cy, (7, 7;02) is

strictly more stochastically increasing in joint distribution than Cy, (T,7;6;).
The identification under this assumption is established by the following proposition:

Proposition 1. Let Assumptions[11]to[15 hold, and z € X. Then, for d = 0,1, the functions

(1,7) = Gax (1,7) and T — g4 (x,T) are globally identified.

Proof. The proof is split in parts. First, I show the local identification of 0, followed by
its global identification, and I conclude by showing the identification of the SQF.

Define the functions My, (7,04.) = Gax (G;}c (1,7 (2') 1 042) ,7a (2) ; Qd,x) and ¢q, (7) =
Fyip=a.z5=1 (Fylpgzs-1 (T12')|2). By Equation B0, May (7,04z) = ¢ax (1), Vo € X, d =
0, 1. Taking the derivative with respect to the copula parameter for a generic value of 6, and

dropping the (d, z) subscript from the functions M and ¢ and d from the propensity score
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for notational simplicity, yields

VoM (1,0) = VoG (G_l (1,7 (2");0),7m(2); 0)

~ V.G (G (7 ();0),7(2);0) (31)

Because M (7,0) holds for any 7 € (0,1), there is an continuum of moments that pin
down the parameter . Instead, consider a finite number of values of 7, given by {71, ..., 71}
Local identification holds when the matrix that collects the Jacobian for all values in this
set is of full rank, as required by Theorem 6 in Rothenberg (1971)). Because it is a scalar

parameter, full rank is attained if VoM (7,0) # 0 for any of the values of 7, i.e.,

VoG (G (1,7 (2);0),7(2);0) VoG (G (r,

N m(z');0),
V.G (G (1,7 (2);0) ) V.G (G (1w

2');0),7(2);0)
(2');0),

(2');0)

£0  (32)

™
™

S
3
~~
W
N~—
S

Let 7 =G ' (r,7(2);0) & 7 =G (7,7 ();0). Then, Equation [32 can be rewritten as

VoG (7,7 (2);0) VoG (7,7 (2);0)
V.G (7,7 (2);0) V.G (1,7 (2);0) 70 (33)

By the definition of the conditional copula, VeG (7.7:0) /v, G (7,7;0) = VoC (T.7:6) /v,,C (v, ;06),
so Equation |33|is equivalent to

VoC (1,1 (2);0) VoC (7,7 (2);0)

VO (ror(2):0) Vol (o (2):0) 7 ° (34)

This is equivalent to the first equation in Condition 4.7 in Han and Vytlacil (2017).
By Lemma 4.1 in Han and Vytlacil (2017), under Assumption , if the copula G4, (7, 7)
satisfies Assumption 6 in [Han and Vytlacil (2017)), then Equation [34] is strictly decreasing
in the second argument of the copula. If 7 (z) # 7 ('), i.e., if the instrument does not
come from a degenerate distribution, then the copula parameter 6,, is locally identifiable
by Proposition 4.1 in Han and Vytlacil (2017).

For global identification, I first show that it is possible to apply Lemma 4.2 in Han
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and Vytlacil (2017) on a restricted parameter space, extending it subsequently to the entire

parameter space. Note that Equation 31| can be rewritten as

_ / oy | VoG (77 (2):0) VoG (7w (2)56)
VoM (7,0) = VuG ("7 (2):0) |G G (2 (2):0) ~ VG (7 (9):16)

where 7 = G™! (7,7 (2') ;0). By Lemma 4.1 in Han and Vytlacil (2017), the term in brackets
is positive when 7 (z) < m (z'). Moreover, V,G (1,m;0) = 1V,C (7,m;0) > 0. Therefore,
the Jacobian VoM (7,0) is positive semidefinite if 7 (2) < 7 (2’) and negative semidefinite if
7 (2) > 7 (2). In addition, it has full rank for any 6 as long as 7 (z) # 7 (2/).

Let ©, C © be a bounded open space with half spaces ©, = {0 € ©.: 7 (z) <7 (2')},
and O, = {0 € O.: 7 (z) > 7 (2)}, which are simply connected. Define ¢., (1) = M (7,0,,)
and ¢, (1) = M (1,0,,), and let M

0c, 1 O¢ = @ and M

0., : Oc, = @c, be the function
M (7,-) on its restricted domains.

Because M

o., (1,-) and M

o., (7,°) are continuous, the pre-image of a closed set under

M

o., (7,+) and M|e,, (7,-) is closed. Because ©., and O, are bounded, the pre-image of a

bounded set is bounded. Thus, M

o., (1,-) and Mle,, (7,-) are proper.

Because ©,, and O, are simply connected, M|e, (7,-)and Mle,, (7,-) are continuous on
©., and O, respectively, and the Jacobian VyM (7, -) is positive semidefinite and negative
semidefinite on ©., and ©,,, respectively, it follows that ¢., and ¢., are simply connected.

Also, VoM (7, ) has full rank over ©,, and O.,. Thus, by Lemma 4.2 in |Han and Vytlacil
(2017), ¢ () = M (7,0) has a unique solution on ©., and O,,, respectively. Because there
exist M|(f)i1 (1,:) € O, for ¢ € ¢., and M|g):2 (1,-) € B, for ¢ € ¢,, 0 is globally identified.

Now let © = {# €O :7(z) <7 ()} and O = {0 €O :7(2) > 7 (2)} be two simply
connected, possibly unbounded spaces. ©; and ©, can be represented as a countable union
of bounded open simply connected sets. E.g., ©;, = UX,0;;, where ©j; is a sequence of
bounded open simply connected sets in ©; such that ©;; C O, C ... C ©; for j =1,2.

Let ¢ji (1) = M (1,0;;) for i = 1,2,... and j = 1,2. Then, ¢; (1) = M(1,0;) =
M (1,U2,0);) = U2, M (1,0,;) = UX,¢;; (1), and ¢j1 C ¢jo C ... C ¢j. Then, for any
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given ¢ € ¢;, ¢ : ¢ € ¢;;Vi > q, so M|éi_ (1,0) € ©;Vi > ¢, and therefore M~ (1,¢) =
M

G;.iqeji (1,0) € U2, 0,i = ©;. Because M~"(7,¢) is the unique solution on ©;, it is the

unique solution of the full system with 7 = {7, ..., 7p}. Thus, 6 is globally identified in ©;.
To show the identification of the SQF, note that by Equation , Fy\p=a,z,5=1 (94 (x,7)|2) =

Gy (1,7 (2);04,). Therefore, one can solve for g, for d = 0,1, and express it in terms of

either observed or identified functions: g4 (z,7) = F17|1D=d,z,5=1 (Gaz (1,7 (2);0a2))- O

D Additional Proofs

The estimators of Equations [4] [6] and [§ are given by

where 1, = Y1 | 1 (d; = h). Under the same condition required for Theorem |1]to hold, these

estimators are consistent and asymptotically Gaussian:

Theorem 5. Let the estimator ¥y (z,7,n) satisfy Condition . Under Assumptions the
following hold for all (¢,0'):

VA (BY] = E[Y]) = Zpwy
where Zipwy 15 a zero-mean Gaussian process, and

VA (Qy (1) = Qv (7)) = Zo.w (7)

where Zg o (T) is a zero-mean Gaussian process.
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Proof. Using the same argument used in Theorem [I] it is straightforward to show that
VA (BY] = E[Y]) = Zye — Zyo = Loy
where

ZAMY::Z;lL{Z%(ﬂx)MZJCﬂmn@DdFSQ)
+ /Z / gk (5 7) T (7o () drd R (2)
[ ) d (2o (i () 2o (07
#viza, ([ ) ol ()

Similarly,
VA (Qy (1) = Qy (1)) = Zgy (7) = gy (7) = Zaw (7)

where

Ly (@ (1)
(% (7))

Za ) = [ (Bbia 012) = Flyz 01 dF5 )+ [ Rz ol

= /ZZFfAX (yl2) dF} (2) + \/prZz, (Fie/\z (y]Z))

ZQL’Y (1) =

7 (2) — F) (2))
g (0:2) = =iz 019) — 5t (Coa (00 0) 70 () 0 (9) 25, (P2 012)
+ / @B (7) < ) Ty (17 (2)) dr

+ [/gle 1(2' By (1) < y) Vecre (u, 7 (2)) dr — 1] Lr,, (2)

and an analog version of Lemmafor the distribution of the entire population, i.e. Fy |z (y|2),

is applied. O
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E Additional Results

E.1 Potential Outcomes for the Entire Population

Table reports the potential earnings for the full population. Because the selection into
employment was negative in the early years of the sample and turned positive afterwards,
this distribution tends to be above the distribution of actual earnings for participants at
the beginning of the period, and below it towards the end. This is most evident for the
distributions of females. The different interquantile range measures (10-90th percentiles,
25-75th percentiles) are of a similar magnitude to those found in Table [6]

The decomposition of mean potential earnings for the entire population is reported in[11]
The gap displays an erratic behavior, driven by the coefficients component, that is more
variable than for the two main decompositions. Hence, this gap is more sensitive to the QRS
estimates, which may be less robust if the instrument used is weak for men. Regardless, the
endowments component switches sign over time, thus helping reduce the gender gap.

As it was the case for the mean, the decomposition of the unconditional distributions
of potential earnings for the entire population are quite similar to those found for actual
earnings for participants (Figure @; Tables . Regarding its components, the coefficients
component is dominant. On the other hand, the endowments component has a slightly
increasing shape and is much smaller in magnitude. In the early years it was negative for
the left tail and positive for the majority of the distribution, and it has progressively become

more negative throughout the entire distribution, now contributing the the reduction of the

gap.
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Table 10: Potential earnings distributions for the full population by gender (Frank copula)
Male Female
Year Mean P10 P25 P50 P75 P90 | Mean P10 P25 P50 P75 P90
1976 2.80 2.11 248 2.84 3.15 340 | 238 1.80 2.08 2.39 2.68 2.92
1977 277 206 244 281 3.13 3.38| 237 180 207 237 2.67 291
1978 280 2.08 246 283 3.16 341 | 231 1.72 200 231 261 2.86
1979 282 210 247 285 3.18 343 | 231 174 202 231 261 287
1980 2.80 2.09 246 284 3.16 342 | 232 1.76 202 231 261 287
1981 275 2.02 240 278 3.11 3.37| 229 1.73 2.00 229 258 2.85
1982 272 198 236 2.75 3.09 3.36 | 225 1.67 194 224 255 282
1983 2.66 1.89 227 269 3.06 3.34| 222 161 1.89 221 253 2.80
1984 261 1.80 221 264 3.02 331 | 231 168 198 231 263 2.90
1985 2.68 1.88 229 2.72 3.09 3.37| 228 1.63 1.93 227 261 2.89
1986 2.69 1.88 229 2.72 3.10 3.38| 225 1.59 1.90 224 259 2.89
1987 271 1.90 231 274 3.12 342 | 223 153 1.86 2.22 259 2.90
1988 2.65 1.81 224 268 3.07 3.37| 229 158 192 230 265 2.95
1989 2.63 1.80 222 266 3.05 3.36 | 231 1.60 193 230 2.66 297
1990 2.62 1.78 220 264 3.04 3.36 | 224 149 184 223 261 294
1991 261 1.78 219 263 3.03 3.35| 230 1.59 192 230 2.66 297
1992 259 1.75 217 261 3.02 333 | 230 159 1.91 229 266 2.98
1993 249 1.60 2.03 251 294 328 | 229 157 190 2.29 267 298
1994 248 1.60 2.03 250 294 328 | 226 152 186 2.26 2.65 297
1995 249 1.59 2.02 250 294 3.29 | 223 147 181 222 263 297
1996 2.62 1.78 218 262 3.03 3.37| 223 146 181 222 262 297
1997 2.60 1.77 217 2.61 3.01 3.35| 226 150 1.83 224 264 2.99
1998 251 1.63 205 252 295 331 | 227 152 186 226 2.65 2.99
1999 2,68 1.85 226 2.68 3.08 343 | 229 152 186 2.27 268 3.02
2000 2.70 186 2.27 270 3.10 346 | 2.35 159 194 234 2.74 3.08
2001 2.74 192 230 273 3.13 3.52| 240 1.64 199 239 277 3.11
2002 2.71 1.88 227 269 3.10 349 | 240 1.64 199 239 277 3.12
2003 2.71 188 227 270 3.11 349 | 234 156 191 233 2.74 3.09
2004 2,72 188 228 271 3.12 351 236 157 193 234 275 3.10
2005 2.72 188 227 270 3.12 351 ] 234 155 191 233 2.75 3.10
2006 2.79 195 233 276 3.19 3.59| 237 158 194 235 276 3.11
2007 2.70 1.87 225 268 3.11 3.50| 230 148 1.84 229 272 3.10
2008 2.72 1.89 228 270 3.13 351 | 230 148 185 229 272 3.09
2009 261 1.73 215 259 3.03 343 | 231 149 187 230 2.72 3.09
2010 253 1.61 2.03 251 297 339 | 232 149 1.86 230 2.73 3.12
2011 264 1.79 218 263 3.07 346 | 226 139 1.79 224 270 3.08
2012 249 156 1.99 248 296 3.38| 2.27 144 181 225 2.69 3.08
2013 266 1.79 220 2.64 3.09 348 | 230 1.46 1.84 228 2.72 3.11
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Table 11: Mean decomposition, potential earnings for the full population (Frank copula)
Year Total EC CC | Year Total EC CC
1976 043 0.01 0411995 0.25 0.00 0.25
1977 0.40 0.01 0.39 1996 0.39 0.00 0.39
1978 049 0.01 048 | 1997 0.35 -0.01 0.36
1979 0.50 0.01 0.49 | 1998 0.24 -0.01 0.25
1980 0.48 0.01 0.48 | 1999 0.40 -0.01 0.40
1981 0.45 0.00 0.45 | 2000 0.34 -0.01 0.35
1982 0.47 0.01 0.46 | 2001 0.35 -0.01 0.36
1983 0.45 0.01 0.44 | 2002 0.31 -0.01 0.32
1984 0.30 0.01 0.29 | 2003 0.37 -0.02 0.38
1985 0.41 0.01 0.40 | 2004 0.36 -0.02 0.39
1986 0.44 0.01 0.43 | 2005 0.37 -0.02 0.40
1987 0.48 0.01 0.47 | 2006 0.42 -0.03 0.45
1988 0.36  0.01 0.35 | 2007 0.40 -0.03 0.43
1989 0.33 0.01 0.32 | 2008 0.42 -0.03 0.45
1990 0.38 0.01 0.37 | 2009 0.29 -0.04 0.33
1991 0.31 0.00 0.30 | 2010 0.21 -0.04 0.25
1992  0.29 0.00 0.29 | 2011 0.38 -0.04 0.42
1993 0.20 0.00 0.19 | 2012 0.22 -0.04 0.26
1994 0.22 0.00 0.22 | 2013 0.36 -0.04 0.40

Notes: Total, EC and CC respectively denote total difference,

endowments component and coefficients component.

74



Figure 6: Unconditional quantiles decompositions, potential earnings for the full population

(Frank copula)
1976

100

1992

0 20 40 60 80 100

2007
M7/—"—‘—““_=’l
0.2

0 —————

0 20 40 60 80 100

1988

0 20 40 60 80 100

2013
il e
/
0.2
0 ——
0 2I0 4I0 6IO 8I0 100

Notes: the solid thick blue line denotes the total gap between male and female workers; the solid thin red

line denotes the endowments component; the dashed green line denotes the coefficients component.



Table 12: 10th percentile decomposition, potential earnings for the full population (Frank
copula)

Year Total EC CC | Year Total EC CC
1976  0.31 -0.01 0.32] 1995 0.12 -0.03 0.15
1977 0.26 -0.01 0.27 | 1996 0.32 -0.03 0.34
1978 0.35 -0.01 0.36 | 1997 0.27 -0.03 0.30
1979 0.36  0.00 0.36 | 1998 0.10 -0.03 0.13
1980 0.33 -0.01 0.34 | 1999 0.34 -0.03 0.36
1981 0.29 -0.01 0.31 ] 2000 0.27 -0.03 0.29
1982 0.31 -0.01 0.32| 2001 0.28 -0.03 0.31
1983 0.28 -0.02 0.30 | 2002 0.24 -0.03 0.27
1984 0.12 -0.02 0.14 | 2003 0.31 -0.04 0.35
1985 0.25 -0.02 0.27 | 2004 0.31 -0.04 0.35
1986 0.29 -0.01 0.31 | 2005 0.33 -0.04 0.37
1987 0.37 -0.02 0.38 | 2006 0.36 -0.04 0.41
1988 0.23 -0.02 0.25| 2007 0.39 -0.04 0.43
1989 0.20 -0.01 0.21 | 2008 0.42 -0.05 0.46
1990 0.30 -0.01 0.31]2009 0.24 -0.05 0.29
1991 0.19 -0.02 0.21 | 2010 0.12 -0.05 0.17
1992 0.16 -0.02 0.18 | 2011 0.40 -0.05 0.45
1993 0.03 -0.02 0.05{ 2012 0.12 -0.05 0.17
1994 0.08 -0.03 0.11 | 2013 0.34 -0.05 0.38

Notes: Total, EC and CC respectively denote total difference,

endowments component and coefficients component.
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Table 13: 25th percentile decomposition, potential earnings for the full population (Frank
copula)

Year Total EC CC | Year Total EC CC
1976 040 0.00 0.40 | 1995 0.21 -0.02 0.24
1977 036  0.00 0.37] 1996 0.37 -0.02 0.39
1978 045 0.00 0.45| 1997 0.34 -0.02 0.36
1979 045 0.00 0.45] 1998 0.19 -0.03 0.22
1980 0.44 0.00 0.44 | 1999 040 -0.02 0.42
1981 040 -0.01 0.41 | 2000 0.32 -0.02 0.35
1982 0.41 0.00 0.42 | 2001 0.31 -0.03 0.34
1983 0.38 -0.01 0.39 | 2002 0.28 -0.03 0.30
1984 0.22 -0.01 0.23 2003 0.36 -0.03 0.39
1985 0.36  -0.01 0.36 | 2004 0.35 -0.04 0.39
1986 0.40 -0.01 0.40 | 2005 0.36 -0.04 0.40
1987 0.45 -0.01 0.46 | 2006 0.39 -0.04 0.43
1988 0.31 0.00 0.32]2007 040 -0.05 0.45
1989 0.28 0.00 0.29 | 2008 0.43 -0.05 0.47
1990 0.36  -0.01 0.36 | 2009 0.28 -0.05 0.33
1991 0.26 -0.01 0.28 | 2010 0.17 -0.05 0.22
1992 0.26 -0.01 0.27 | 2011 0.39 -0.05 0.43
1993 0.13 -0.01 0.14 | 2012 0.18 -0.05 0.23
1994 0.16 -0.02 0.18 | 2013 0.36 -0.05 0.41

Notes: Total, EC and CC respectively denote total difference,

endowments component and coefficients component.
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Table 14: 50th percentile decomposition, potential earnings for the full population (Frank
copula)

Year Total EC CC | Year Total EC CC
1976 045 0.01 044 |1995 0.28 0.00 0.28
1977 044 0.01 0.43] 199 040 -0.01 0.41
1978 0.53 0.01 0.52 | 1997 0.37 -0.01 0.37
1979 054 0.01 0.53 1998 0.26 -0.01 0.27
1980 0.53 0.01 0.52 | 1999 0.41 -0.01 0.42
1981 0.50 0.00 0.49 | 2000 0.35 -0.01 0.36
1982 0.51 0.00 0.51 | 2001 0.34 -0.02 0.35
1983 048 0.00 0.48 | 2002 0.31 -0.01 0.32
1984 0.33 0.01 0.32 | 2003 0.37 -0.02 0.39
1985 0.44 0.01 0.44 | 2004 0.36 -0.03 0.39
1986 0.48 0.01 0.47 | 2005 0.37 -0.03 0.40
1987 0.53 0.01 0.52 | 2006 0.41 -0.03 0.44
1988 0.38 0.01 0.37 | 2007 0.39 -0.04 0.43
1989 0.36  0.01 0.35| 2008 0.42 -0.04 0.45
1990 0.41 0.01 0.40 | 2009 0.30 -0.04 0.34
1991 0.33 0.00 0.33 | 2010 0.21 -0.04 0.25
1992 0.32 0.00 0.32 | 2011 0.38 -0.04 0.43
1993 0.22 0.00 0.22 ] 2012 0.23 -0.04 0.27
1994 0.24 0.00 0.24 | 2013 0.36 -0.04 0.41

Notes: Total, EC and CC respectively denote total difference,

endowments component and coefficients component.
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Table 15: 75th percentile decomposition, potential earnings for the full population (Frank
copula)

Year Total EC CC | Year Total EC CC
1976 047 0.02 0451|1995 0.31 0.02 0.29
1977 046 0.02 0451|1996 0.41 0.01 0.40
1978 0.55 0.02 0.53 | 1997 0.37 0.01 0.37
1979 0.57 0.02 0.551| 1998 0.30 0.00 0.29
1980 0.56 0.02 0.54 | 1999 0.40 0.01 0.39
1981 0.53 0.01 0.52 | 2000 0.36 0.00 0.36
1982 0.54 0.02 0.53 | 2001 0.36 0.00 0.36
1983 0.53 0.02 0.51 | 2002 0.33 0.00 0.33
1984 0.39 0.02 0.37 | 2003 0.37 0.00 0.38
1985 0.48 0.02 0.46 | 2004 0.37 -0.01 0.38
1986 0.51 0.02 0.49 | 2005 0.38 -0.01 0.39
1987 0.53 0.02 0.51 | 2006 0.43 -0.02 0.45
1988 0.43 0.03 0.40 | 2007 0.39 -0.02 041
1989 0.39 0.02 0.36 | 2008 0.41 -0.02 0.44
1990 0.43 0.03 0.40 | 2009 0.31 -0.03 0.34
1991 0.36  0.02 0.35| 2010 0.25 -0.03 0.28
1992 0.35 0.02 0.33 | 2011 0.37 -0.03 0.40
1993 0.28 0.02 0.26 | 2012 0.27 -0.03 0.30
1994 0.29 0.02 0.27 | 2013 0.37 -0.03 0.40

Notes: Total, EC and CC respectively denote total difference,

endowments component and coefficients component.
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Table 16: 90th percentile decomposition, potential earnings for the full population (Frank
copula)

Year Total EC CC | Year Total EC CC
1976 048 0.03 0.45|1995 0.32 0.03 0.29
1977 047 0.03 044 |1996 0.40 0.02 0.38
1978 0.55 0.03 0.52 | 1997 0.37 0.02 0.35
1979 0.57 0.03 0.54 | 1998 0.32 0.01 0.30
1980 0.55 0.03 0.52 | 1999 0.40 0.02 0.38
1981 0.52 0.02 0.50 | 2000 0.38 0.02 0.37
1982 0.54 0.03 0.51 | 2001 041 0.01 0.40
1983 0.54 0.03 0.50 | 2002 0.37 0.01 0.36
1984 0.42 0.03 0.38 | 2003 0.40 0.01 0.39
1985 0.48 0.04 0.45|2004 0.40 0.00 0.40
1986 0.49 0.04 0.46 | 2005 0.41 0.00 0.41
1987 0.51 0.04 0.48 | 2006 0.48 0.00 0.48
1988 0.42 0.04 0.39 | 2007 0.41 -0.01 0.42
1989 0.39 0.04 0.36 | 2008 0.41 -0.01 0.43
1990 0.42 0.04 0.38 | 2009 0.34 -0.02 0.36
1991 0.38 0.03 0.35| 2010 0.27 -0.02 0.30
1992 0.36  0.03 0.32 | 2011 0.38 -0.02 0.40
1993 0.30 0.03 0.27 | 2012 0.29 -0.02 0.32
1994 0.31 0.03 0.28 | 2013 0.38 -0.02 0.40

Notes: Total, EC and CC respectively denote total difference,

endowments component and coefficients component.
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E.2 Generalized Entropy Measures of the Gap

I report the generalized entropy measures recommended by |Maasoumi and Wang] (2019) for
the three populations considered. For the sake of brevity, I only comment the normalization
of the Bhattacharya-Matusita-Hellinger measure, denoted by S,, and the normalized and
symmetrized Kullback-Leibler-Theil measure, denoted by Theil.

Table [I7] shows the estimates of these measures for the distributions of actual earnings
for participants, and both of them experience a steady decrease over time, suggesting an
important convergence between the distributions of both genders. These results are similar
if one considers the entire population (Table [18)), with two main differences: the values of
these measures are larger when one considers the entire population, and the reduction of the
measures has also been more pronounced. The explanation for these differences lies in the
large reduction of the participation rates between genders.

Finally, the behavior of the generalized entropy measures is also more volatile for the
potential outcomes than for the actual outcomes. Regardless, the long-term trend is a huge

reduction, pointing at a reduction in earnings differences between men and women.
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Table 17: Generalized entropy measures of the gap, actual earnings for participants (Frank
copula)

Year Sp Theil k=01 k=02 k=03 k=04 k=05 k=06 k=07 k=08 k=009

1976 13.5 1295 84 13.2 17.5 21.9 26.9 32.9 40.7 52.7 75.3
1977 123 1094 7.3 11.8 15.8 20.0 24.6 30.0 36.9 47.2 65.8
1978 10.8 51.3 4.8 9.1 13.3 17.5 21.8 26.2 31.1 36.5 43.1
1979 109 49.8 4.7 9.1 13.3 17.5 21.8 26.3 31.1 36.4 42.7
1980 10.5 45.7 4.4 8.7 12.8 16.9 21.1 254 29.9 34.7 39.9
1981 10.1 60.5 4.9 8.8 12.5 16.3 20.2 244 29.2 35.2 44.0
1982 9.7 498 4.5 8.4 12.1 15.8 19.6 23.7 28.2 33.5 40.5
1983 8.5 41.0 4.1 7.6 10.9 14.2 17.7 21.3 254 30.3 37.3
1984 7.8 49.1 4.1 7.2 10.0 13.0 16.0 19.4 234 28.7 37.3
1985 7.1 358 3.4 6.2 8.9 11.7 14.5 17.5 20.9 24.9 30.5
1986 6.3  28.1 3.1 5.6 8.2 10.7 13.3 16.1 19.1 22.5 27.5
1987 5.7 23.7 3.0 5.3 7.7 10.0 12.5 15.1 17.9 21.3 26.8
1988 5.3 234 29 5.1 7.3 9.5 11.8 14.2 17.0 204 26.0
1989 5.1 228 2.9 5.0 7.1 9.2 11.4 13.8 16.5 20.0 25.9
1990 44 19.2 2.9 4.8 6.7 8.6 10.7 13.0 15.6 19.1 25.9
1991 3.8 158 2.1 3.7 5.3 7.0 8.6 10.4 124 15.0 19.3
1992 34 142 2.0 3.5 5.0 6.5 8.0 9.7 11.6 14.0 18.3
1993 3.1 13.0 2.3 3.6 5.0 6.5 8.0 9.7 11.7 14.5 20.3
1994 27 11.1 2.1 3.3 4.5 2.8 7.2 8.7 10.6 13.2 18.9
1995 2.6 10.5 2.2 3.4 4.6 5.9 7.2 8.8 10.7 13.5 19.8
1996 24 9.7 2.2 3.3 4.4 5.6 6.9 8.4 10.3 13.0 19.4
1997 2.3 9.2 2.2 3.2 4.4 2.5 6.8 8.3 10.2 13.0 19.6
1998 24 9.7 2.7 3.9 5.2 6.5 8.0 9.7 12.0 15.7 24.7
1999 23 95 2.3 3.4 4.6 5.8 7.1 8.7 10.7 13.7 20.9
2000 2.1 8.6 2.3 3.3 4.4 2.5 6.8 8.3 10.3 13.3 20.6
2001 1.9 7.6 2.3 3.3 4.3 5.3 6.6 8.0 9.9 13.0 20.8
2002 1.7 6.8 2.5 3.3 4.3 5.3 6.6 8.0 10.0 13.4 22.1
2003 1.6 64 2.6 3.4 4.4 5.4 6.6 8.1 10.2 13.8 23.1
2004 1.5 5.9 2.4 3.2 4.1 2.0 6.1 7.5 9.5 12.8 21.5
2005 1.5 5.9 2.3 3.1 4.0 5.0 6.1 7.5 9.4 12.6 21.1
2006 1.5 6.0 2.0 2.8 3.6 4.5 5.5 6.7 8.4 11.1 18.2
2007 1.3 5.2 2.5 3.3 4.1 5.0 6.1 7.5 9.5 13.0 224
2008 1.4 5.8 2.4 3.1 4.0 4.9 6.0 7.3 9.3 12.6 214
2009 1.3 5.2 2.6 3.4 4.3 5.2 6.4 7.9 10.0 13.7 23.8
2010 1.1 4.6 3.0 3.8 4.7 2.7 6.9 8.6 10.9 15.3 274
2011 1.3 5.5 2.7 3.4 4.3 5.3 6.4 7.9 10.0 13.8 24.0
2012 1.1 4.3 3.0 3.8 4.6 5.6 6.8 8.5 10.8 15.2 274
2013 1.1 4.3 2.3 3.0 3.7 4.6 5.6 6.8 8.7 12.0 21.0
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Table 18: Generalized entropy measures of the gap, actual earnings for the full population
(Frank copula)

Year Sp Theil k=01 k=02 k=03 k=04 k=05 k=06 k=07 k=08 k=009

1976 11.3 50.2 5.3 9.9 14.4 18.9 23.5 28.3 33.6 39.7 47.7
1977 11.0 51.1 5.3 9.8 14.2 18.5 23.0 27.8 33.1 39.3 48.1
1978 109 52.3 5.4 9.9 14.2 18.5 23.0 27.7 33.1 39.5 48.9
1979 109 51.2 5.3 9.8 14.1 18.4 22.8 27.6 32.9 39.2 48.1
1980 10.0 45.6 4.9 9.0 13.0 17.0 21.1 254 30.2 35.9 43.9
1981 9.2 435 4.5 8.3 11.9 15.6 19.4 234 27.8 33.1 40.8
1982 8.5 43.2 4.5 7.9 11.3 14.6 18.1 21.9 26.3 31.7 40.1
1983 7.1  34.0 3.8 6.7 9.6 12.4 15.4 18.6 22.3 26.9 34.2
1984 6.2 279 3.3 5.9 8.4 10.9 13.6 16.4 19.6 23.5 29.8
1985 6.1 299 3.4 5.9 8.4 10.9 13.5 16.3 19.5 23.6 30.6
1986 5.8 25.8 3.2 5.7 8.1 10.5 13.0 15.8 18.8 22.6 28.9
1987 54 227 3.1 5.3 7.6 9.9 12.3 14.9 17.7 214 27.6
1988 5.0 21.7 3.0 5.1 7.2 9.3 11.6 14.0 16.8 20.3 26.8
1989 4.7 209 2.9 4.9 6.9 9.0 11.1 13.5 16.2 19.7 26.3
1990 4.6 199 2.9 4.9 6.9 9.0 11.1 13.4 16.1 19.7 26.5
1991 4.1 169 2.5 4.3 6.0 7.8 9.7 11.7 14.1 17.1 22.8
1992 3.6 14.7 2.3 3.9 5.4 7.0 8.7 10.5 12.6 15.4 20.8
1993 32 134 2.2 3.7 5.1 6.6 8.1 9.8 11.9 14.6 20.2
1994 3.1 125 2.2 3.5 4.9 6.3 7.8 9.4 11.4 14.0 19.5
1995 3.1 126 2.2 3.6 5.0 6.4 7.9 9.6 11.6 14.4 20.2
1996 2.9 118 24 3.7 0.1 6.5 8.0 9.7 11.8 14.9 21.7
1997 2.7 11.1 2.4 3.6 4.9 6.3 7.8 9.4 11.5 14.6 21.5
1998 2.8 11.3 2.6 3.9 5.2 6.6 8.2 10.0 12.2 15.6 23.3
1999 28 11.5 2.6 3.9 5.2 6.7 8.2 10.0 12.2 15.6 23.2
2000 2.6 10.5 2.6 3.9 0.2 6.5 8.0 9.8 12.0 15.5 23.7
2001 24 9.9 2.7 3.9 5.2 6.6 8.1 9.8 12.1 15.8 24.7
2002 23 94 2.8 3.9 0.1 6.5 7.9 9.7 12.0 15.7 24.9
2003 2.1 8.5 2.6 3.7 4.8 6.0 74 9.0 11.2 14.7 23.5
2004 2.0 8.0 2.5 3.5 4.5 5.7 7.0 8.5 10.6 13.9 22.2
2005 2.0 8.1 2.5 3.5 4.5 5.7 7.0 8.5 10.6 13.9 22.2
2006 1.9 7.7 24 3.3 4.4 2.5 6.7 8.2 10.2 13.4 214
2007 1.9 7.6 2.5 3.5 4.5 2.7 6.9 8.5 10.6 14.0 22.7
2008 1.8 7.2 2.4 3.3 4.3 2.3 6.5 8.0 10.0 13.2 21.5
2009 1.7 6.8 2.4 3.3 4.3 5.3 6.5 7.9 9.9 13.2 21.8
2010 1.3 5.2 2.3 3.1 3.9 4.8 5.8 7.2 9.1 12.3 21.0
2011 1.3 5.4 2.2 2.9 3.7 4.6 2.6 6.9 8.6 11.6 19.5
2012 14 5.6 24 3.1 4.0 4.9 6.0 7.4 9.3 12.6 21.3
2013 14 5.8 2.2 3.0 3.8 4.8 5.8 7.2 9.0 12.0 20.1
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Table 19: Generalized entropy measures of the gap, potential earnings for the full
population(Frank copula)

Year Sp Theil k=01 k=02 k=03 k=04 k=05 k=06 k=07 k=08 k=009

1976 11.2  49.5 5.0 9.5 13.9 18.4 22.8 27.5 32.5 38.1 44.8
1977 10.5 50.6 4.8 9.0 13.1 17.2 214 25.8 30.6 36.0 43.1
1978 14.0 69.0 6.5 12.1 17.5 22.9 28.4 34.3 40.8 48.3 58.1
1979 146 71.3 6.7 12.5 18.2 23.8 29.6 35.7 42.4 50.2 60.1
1980 139 64.3 6.1 11.7 17.1 22.5 28.0 33.7 39.9 46.8 55.2
1981 124 599 2.5 10.4 15.2 19.9 24.7 29.8 35.4 41.6 49.3
1982 125 654 5.9 10.8 15.6 20.4 25.3 30.6 36.4 43.4 52.8
1983 10.6 504 4.8 9.0 13.1 17.2 214 25.8 30.5 36.0 42.9
1984 59 26.8 2.6 5.0 7.3 9.6 11.9 14.3 16.9 19.8 23.4
1985 8.6 43.3 4.1 7.5 10.9 14.2 17.7 21.3 254 30.1 36.7
1986 9.0 399 4.0 7.7 11.2 14.8 18.4 22.2 26.2 30.6 36.3
1987 9.5 40.3 4.3 8.1 11.9 15.7 19.6 23.6 27.8 32.5 38.3
1988 6.0 26.2 2.7 5.2 7.6 10.0 12.4 14.9 17.6 20.7 24.7
1989 5.1 228 24 4.5 6.5 8.6 10.6 12.8 15.2 17.9 21.6
1990 5.8 248 2.6 5.0 7.3 9.6 12.0 14.4 17.0 19.9 23.7
1991 4.3 178 1.9 3.7 5.4 7.1 8.8 10.6 12.5 14.6 17.3
1992 39 16.1 1.8 3.3 4.9 6.5 8.1 9.8 11.5 13.4 15.8
1993 24 10.0 1.1 2.1 3.0 4.0 5.0 6.0 7.1 8.3 9.8
1994 24 10.0 1.1 2.1 3.1 4.0 5.0 6.1 7.1 8.3 9.8
1995 2.6 10.6 1.2 2.2 3.3 4.3 5.4 6.5 7.7 8.9 10.7
1996 5.0 204 2.7 4.8 6.9 9.0 11.2 13.5 16.1 19.2 24.6
1997 41 169 2.4 4.1 2.9 7.7 9.5 11.5 13.7 16.5 214
1998 24 96 1.6 2.6 3.7 4.7 5.9 7.1 8.5 10.5 14.4
1999 51 208 3.0 5.1 7.3 9.5 11.8 14.3 17.1 20.6 27.0
2000 3.8 15.6 2.8 4.4 6.2 7.9 9.8 11.9 14.4 17.7 24.8
2001 3.7 149 3.1 4.8 6.5 8.3 10.3 12.5 15.2 19.3 28.3
2002 3.0 121 2.7 4.1 2.5 7.1 8.7 10.6 12.9 16.4 24.6
2003 4.1 16.8 3.1 4.9 6.8 8.7 10.7 13.0 15.8 19.6 27.6
2004 4.0 16.6 3.1 4.9 6.7 8.6 10.6 12.9 15.6 194 27.5
2006 4.2 17.2 3.1 5.0 6.9 8.9 11.0 13.3 16.1 20.0 28.2
2006 5.0 20.7 4.0 6.2 8.6 11.0 13.5 16.4 20.0 25.0 36.0
2007 4.6 19.0 3.3 5.3 7.4 9.5 11.8 14.3 17.2 21.3 29.7
2008 54 236 3.6 5.9 8.3 10.7 13.2 16.0 19.3 23.8 32.6
2009 25 10.2 2.1 3.3 4.5 2.7 7.0 8.5 10.4 13.1 19.2
2010 1.3 5.1 1.6 2.2 2.9 3.6 4.4 5.4 6.7 8.8 14.0
2011 4.4 198 3.0 4.9 6.8 8.7 10.8 13.1 15.8 19.5 27.0
2012 14 5.6 1.6 2.3 3.0 3.8 4.6 5.7 7.0 9.1 14.4
2013 3.7 153 2.9 4.5 6.2 8.0 9.9 12.0 14.6 18.2 25.9
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E.3 Specification as in Maasoumi and Wang (2019)

The main specification difference relative to Maasoumi and Wang] (2019) is the inclusion of
the covariate number of children in the quantile regressions. Tables show the estimates
when this variable is not included. Relative to the baseline specification, the distributions
of actual earnings for participants are almost unaltered for both genders. However, the
decomposition presents some differences. Specifically, the coefficients components has been
between 0.05 and 0.15 points larger than in the baseline specification, presenting some
volatility across time. In contrast, the selection and participation components are smaller.
The former accounts to about two thirds of the magnitude of the change in the coefficients
component, whereas the latter accounts for approximately the remaining third. Finally, the

endowments component has remained almost unaltered.

85



Table 20: Actual earnings distributions for participants by gender (Frank copula)

Male Female
Year Mean P10 P25 P50 P75 P90 | Mean P10 P25 P50 P75 P90
1976 2.72 2.03 240 2.77 3.09 335| 231 176 201 231 261 287
1977 273 2.03 240 2.78 3.10 337 | 233 1.79 2.04 233 2.63 2.89
1978 2.73 2.03 240 2.78 3.12 338 | 233 1.78 2.04 233 264 290
1979 275 2.05 240 2.79 3.13 339| 234 180 205 234 264 291
1980 2.73 2.03 239 2.78 3.12 338 | 233 1.80 2.05 233 2.63 290
1981 2.68 197 234 2.73 3.07 334 | 230 176 201 230 260 287
1982 2.67 195 231 271 3.06 334 | 228 173 199 228 259 287
1983 2.65 191 228 270 3.07 336 | 229 1.72 199 229 261 2.89
1984 2.65 190 228 2.70 3.07 338| 231 1.71 199 232 264 292
1985 2.66 1.88 228 271 3.08 338| 232 1.70 199 233 266 294
1986 2.66 1.88 228 2.71 3.09 339 | 233 170 2.00 234 2.68 297
1987 2.68 1.89 229 273 3.11 342 | 236 171 202 237 272 3.02
1988 2.68 1.89 229 2.72 3.11 342 | 237 1.70 203 238 273 3.03
1989 2.68 190 2.30 2.73 3.11 343 | 237 171 202 238 274 3.04
1990 2.67 1.89 229 271 3.10 343 | 237 1.70 2.03 239 275 3.06
1991 2.64 1.86 225 2.67 3.07 340 | 237 171 202 238 274 3.05
1992 2.62 183 223 267 3.06 339| 237 1.70 2.01 238 274 3.06
1993  2.62 1.83 222 266 3.06 339 | 238 1.70 2.01 239 276 3.07
1994 2.60 1.80 2.19 2.64 3.04 339 | 237 1.67 201 239 2.7 3.08
1995 2.60 1.80 2.20 2.64 3.05 341 | 237 166 199 238 2.7 3.10
1996 2.61 1.80 2.19 263 3.04 339| 236 1.65 199 237 2.7 3.10
1997 2.61 1.82 220 2.63 3.04 339| 237 167 200 238 277 3.11
1998 2.63 1.84 223 266 3.06 343 | 240 1.71 202 241 278 3.11
1999 2.67 1.87 226 2.68 3.08 345| 242 172 204 243 281 3.15
2000 2.68 1.87 226 2.69 3.10 348 | 244 1.72 206 2.45 2.83 3.17
2001 270 190 227 270 3.11 3.51 | 246 1.75 2.08 247 2.85 3.19
2002 270 190 228 270 3.11 3.52| 248 1.76 2.10 248 286 3.21
2003 2.70 190 228 270 3.12 352 249 1.77 211 249 2.88 3.23
2004 2.69 188 226 269 3.12 351 | 249 1.77 211 250 2.89 3.25
2005 2.68 1.88 225 269 3.11 351 | 248 1.75 210 2.49 2.88 3.24
2006 2.68 1.88 224 267 3.10 3.50| 247 1.73 2.08 247 2.86 3.23
2007 2.67 1.87 224 267 3.10 351 | 248 1.73 2.08 248 289 3.27
2008 2.68 1.88 225 267 3.10 350| 249 1.76 2.10 2.50 2.89 3.26
2009 2.66 1.85 223 266 3.10 3.52| 247 1.73 2.08 247 2.88 3.25
2010 2.67 187 225 268 3.12 354 | 248 1.74 2.09 249 2.89 3.28
2011 266 1.85 222 267 3.10 3.51 | 247 1.72 2.07 248 2.89 3.28
2012 264 1.82 220 265 3.10 3.52| 246 1.71 2.06 247 287 3.27
2013 264 1.80 219 264 3.09 350| 246 1.70 2.06 247 288 3.27
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Table 21: Mean decomposition, actual earnings distributions for participants by gender
(Frank copula)
Year Total EC CC SC  PC | Year Total EC CC SC PC
1976 0.41 0.01 032 0.00 0.08 | 1995 0.24 0.00 0.18 0.07 -0.02
1977 040 0.01 030 0.02 0.07 | 1996 0.24 0.00 0.29 -0.03 -0.02
1978 0.40 0.01 0.36 -0.01 0.04 | 1997 0.24 0.00 0.27 -0.01 -0.01
1979 0.41 0.01 0.38 -0.02 0.03 | 1998 0.23 -0.01 0.14 0.11 -0.01
1980 0.40 0.01 0.37 -0.02 0.04 | 1999 0.25 0.00 0.25 0.01 0.00
1981 0.38 0.00 0.35 -0.01 0.04 | 2000 0.24 -0.01 0.24 0.00 0.01
1982 0.39 0.01 034 0.01 0.03 | 2001 0.23 -0.01 0.25 -0.02 0.01
1983 0.36 0.01 0.30 0.04 0.02 | 2002 0.22 -0.01 0.20 0.02 0.01
1984 0.34 0.01 0.18 0.12 0.04 | 2003 0.21 -0.01 0.28 -0.04 -0.02
1985 0.34 0.01 0.29 0.01 0.02 | 2004 0.20 -0.02 0.29 -0.06 -0.02
1986 0.33 0.01 0.30 0.00 0.01 | 2005 0.20 -0.02 0.30 -0.06 -0.02
1987 0.32 0.01 0.35 -0.04 0.00 | 2006 0.21 -0.02 0.34 -0.10 0.00
1988 0.31 0.01 0.21 0.07 0.02 | 2007 0.20 -0.03 0.33 -0.08 -0.03
1989 0.31 0.01 0.19 0.09 0.01 | 2008 0.19 -0.03 0.31 -0.07 -0.02
1990 0.30 0.01 0.28 0.02 -0.01|2009 0.19 -0.03 0.27 -0.02 -0.02
1991 0.27r 0.01 0.19 0.05 0.01 | 2010 0.19 -0.03 0.17 0.08 -0.02
1992 0.25 0.01 0.19 0.05 0.01 | 2011 0.19 -0.03 0.33 -0.08 -0.03
1993 0.24 0.00 0.13 0.10 0.00 | 2012 0.18 -0.03 0.20 0.04 -0.03
1994 0.23 0.00 0.16 0.07 -0.01]|2013 0.18 -0.03 0.33 -0.10 -0.03

Notes: Total, EC and CC respectively denote total difference, endowments component and

coefficients component.
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Table 22: 10th percentile decomposition, actual earnings for participants(Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 0.27 -0.01 0.22 0.00 0.06 | 1995 0.15 -0.02 0.09 0.10 -0.02
1977 0.24 -0.01 0.19 0.02 0.05 | 1996 0.15 -0.02 0.21 -0.03 -0.01
1978 0.25 -0.01 0.23 -0.01 0.04 | 1997 0.16 -0.02 0.21 -0.01 -0.01
1979 0.25 -0.01 0.24 -0.01 0.03 | 1998 0.13 -0.03 0.02 0.15 -0.01
1980 0.23 -0.01 0.22 -0.01 0.03 | 1999 0.15 -0.02 0.18 0.01 -0.01
1981 0.21 -0.01 0.21 -0.01 0.03 | 2000 0.16 -0.02 0.18 -0.01 0.01
1982 0.22 -0.01 0.19 0.01 0.03 | 2001 0.15 -0.03 0.19 -0.02 0.01
1983 0.19 -0.01 0.15 0.05 0.01 | 2002 0.14 -0.03 0.13 0.03 0.01
1984 0.19 -0.01 0.04 0.14 0.03 | 2003 0.13 -0.03 0.22 -0.04 -0.02
1985 0.18 -0.01 0.16 0.01 0.02 | 2004 0.11 -0.04 0.24 -0.07 -0.02
1986 0.17 -0.01 0.18 0.00 0.01 | 2005 0.13 -0.04 0.25 -0.07 -0.02
1987 0.18 -0.02 0.24 -0.05 0.00 | 2006 0.14 -0.04 0.28 -0.10 0.00
1988 0.19 -0.01 0.09 0.09 0.02 | 2007 0.14 -0.04 0.30 -0.09 -0.03
1989 0.20 -0.01 0.07 0.12 0.01 | 2008 0.12 -0.04 0.27 -0.09 -0.02
1990 0.19 -0.01 0.19 0.03 -0.02|2009 0.12 -0.05 0.22 -0.03 -0.03
1991 0.15 -0.02 0.09 0.07 0.01 | 2010 0.13 -0.04 0.07 0.13 -0.02
1992 0.13 -0.02 0.08 0.06 0.01 | 2011 0.12 -0.04 0.31 -0.11 -0.03
1993 0.13 -0.02 0.01 0.14 0.00 | 2012 0.11 -0.04 0.12 0.07 -0.04
1994 0.13 -0.02 0.05 0.10 -0.01|2013 0.10 -0.04 0.29 -0.13 -0.03

Notes: Total, EC and CC respectively denote total difference, endowments component and coefficients

component.
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Table 23: 25th percentile decomposition, actual earnings for participants(Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 0.38 0.00 0.30 0.00 0.08 | 1995 0.21 -0.02 0.15 0.10 -0.02
1977 0.36  0.00 0.28 0.02 0.06 | 1996 0.20 -0.02 0.27 -0.03 -0.02
1978 0.36  0.00 0.33 -0.01 0.04 | 1997 0.20 -0.02 0.25 -0.01 -0.02
1979 0.35 0.00 0.33 -0.02 0.03 | 1998 0.21 -0.02 0.09 0.15 -0.01
1980 0.35 0.00 0.33 -0.02 0.04 | 1999 0.22 -0.02 0.23 0.01 -0.01
1981 0.33 -0.01 0.31 -0.01 0.04 | 2000 0.21 -0.02 0.22 -0.01 0.01
1982 0.33 0.00 0.29 0.01 0.03 | 2001 0.19 -0.02 0.22 -0.02 0.01
1983 0.30 -0.01 0.24 0.05 0.02 | 2002 0.18 -0.02 0.17 0.03 0.01
1984 0.29 0.00 0.11 0.14 0.04 | 2003 0.17 -0.03 0.26 -0.04 -0.02
1985 0.29 0.00 0.25 0.02 0.03 | 2004 0.15 -0.04 0.27 -0.07 -0.02
1986 0.28 0.00 0.27 0.00 0.01 | 2005 0.16 -0.04 0.28 -0.07 -0.02
1987 0.27 -0.01 0.32 -0.04 0.00 | 2006 0.16 -0.04 0.31 -0.11 0.00
1988 0.26 0.00 0.16 0.09 0.02 | 2007 0.16 -0.04 0.32 -0.09 -0.03
1989 0.28 0.00 0.14 0.12 0.02 | 2008 0.14 -0.04 0.29 -0.08 -0.02
1990 0.25 0.00 0.25 0.03 -0.02]2009 0.15 -0.05 0.25 -0.03 -0.03
1991 0.22 -0.01 0.16 0.07 0.01 | 2010 0.16 -0.04 0.12 0.11 -0.03
1992 0.22 -0.01 0.16 0.06 0.01 | 2011 0.15 -0.04 0.32 -0.09 -0.04
1993 0.21 -0.01 0.09 0.13 0.00 | 2012 0.15 -0.04 0.17 0.06 -0.04
1994 0.19 -0.02 0.12 0.09 -0.01|2013 0.13 -0.04 0.32 -0.12 -0.03

Notes: Total, EC and CC respectively denote total difference, endowments component and coefficients

component.
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Table 24: 50th percentile decomposition, actual earnings for participants(Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 046 0.01 0.34 0.00 0.09 | 1995 0.26 0.00 0.20 0.08 -0.02
1977 044 0.01 0.34 0.02 0.08 | 1996 0.25 0.00 0.30 -0.03 -0.02
1978 045 0.01 040 -0.01 0.05 | 1997 0.25 -0.01 0.29 -0.01 -0.02
1979 045 0.01 042 -0.02 0.04 | 1998 0.25 -0.01 0.15 0.11 -0.01
1980 0.45 0.01 041 -0.02 0.05 1999 0.25 -0.01 0.26 0.01 -0.01
1981 043 0.01 040 -0.01 0.05 | 2000 0.25 -0.01 0.25 0.00 0.01
1982 043 0.01 0.38 0.01 0.04 | 2001 0.23 -0.01 0.25 -0.02 0.01
1983 0.40 0.01 0.33 0.05 0.02 | 2002 0.22 -0.01 0.20 0.03 0.01
1984 0.38 0.01 0.20 0.13 0.04 | 2003 0.21 -0.02 0.28 -0.04 -0.02
1985 0.38 0.01 0.33 0.02 0.03 | 2004 0.19 -0.02 0.30 -0.06 -0.02
1986 0.37 0.01 0.35 0.00 0.01 | 2005 0.20 -0.02 0.30 -0.06 -0.02
1987 0.36  0.01 0.40 -0.05 0.00 | 2006 0.20 -0.03 0.34 -0.11 0.00
1988 0.34 0.01 0.23 0.08 0.02 | 2007 0.19 -0.03 0.33 -0.09 -0.03
1989 0.34 0.01 0.21 0.10 0.02 | 2008 0.18 -0.04 0.31 -0.07 -0.02
1990 0.32 0.01 0.30 0.02 -0.02|2009 0.19 -0.04 0.28 -0.03 -0.03
1991 0.29 0.00 0.22 0.06 0.01 | 2010 0.19 -0.04 0.18 0.08 -0.03
1992 0.29 0.01 0.22 0.06 0.01 | 2011 0.18 -0.04 0.33 -0.08 -0.03
1993 0.27 0.00 0.15 0.11 0.00 | 2012 0.18 -0.03 0.21 0.05 -0.04
1994 0.25 0.00 0.18 0.08 -0.01 2013 0.17 -0.04 0.34 -0.10 -0.03

Notes: Total, EC and CC respectively denote total difference, endowments component and
coefficients component.
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Table 25: 75th percentile decomposition, actual earnings for participants(Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 048 0.02 0.35 0.00 0.10 | 1995 0.29 0.02 0.23 0.06 -0.02
1977 047 0.02 036 0.02 0.08 | 1996 0.28 0.01 0.31 -0.03 -0.02
1978 048 0.02 042 -0.01 0.05 | 1997 0.27 0.01 0.29 -0.01 -0.02
1979 049 0.02 045 -0.02 0.04 | 1998 0.28 0.01 0.19 0.09 -0.01
1980 0.49 0.02 044 -0.02 0.05 | 1999 0.27 0.01 0.26 0.01 0.00
1981 048 0.02 043 -0.02 0.05 | 2000 0.28 0.01 0.27 0.00 0.01
1982 047 0.02 040 0.01 0.04 | 2001 0.26 0.00 0.27 -0.02 0.01
1983 046 0.02 0.38 0.04 0.02 | 2002 0.26 0.00 0.22 0.02 0.01
1984 044 0.02 0.26 0.11 0.04 | 2003 0.24 0.00 0.29 -0.03 -0.02
1985 0.42 0.02 0.36 0.02 0.03 | 2004 0.23 -0.01 0.31 -0.05 -0.02
1986 0.41 0.03 0.37 0.00 0.01 | 2005 0.22 -0.01 0.31 -0.05 -0.02
1987 0.39 0.03 041 -0.04 0.00 | 2006 0.24 -0.01 0.36 -0.11 0.00
1988 0.39 0.03 0.28 0.07 0.02 | 2007 0.21 -0.02 0.34 -0.08 -0.02
1989 0.37 0.02 0.25 0.08 0.02 | 2008 0.21 -0.02 0.32 -0.07 -0.02
1990 0.35 0.03 0.32 0.02 -0.01]2009 0.22 -0.03 0.29 -0.02 -0.03
1991 0.33 0.02 0.25 0.05 0.01 | 2010 0.22 -0.03 0.21 0.06 -0.03
1992 0.32 0.02 0.25 0.05 0.01 | 2011 0.21 -0.03 0.34 -0.07 -0.03
1993 0.30 0.02 0.20 0.09 0.00 | 2012 0.22 -0.03 0.25 0.03 -0.04
1994 029 0.02 0.22 0.06 -0.01]2013 0.21 -0.03 0.35 -0.09 -0.03

Notes: Total, EC and CC respectively denote total difference, endowments component and

coefficients component.
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Table 26: 90th percentile decomposition, actual earnings for participants(Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 049 0.04 0.36 0.00 0.09 | 1995 0.31 0.03 0.24 0.05 -0.02
1977 048 0.03 0.36 0.02 0.07 | 1996 0.30 0.02 0.31 -0.02 -0.01
1978 048 0.03 042 -0.01 0.05 | 1997 0.29 0.02 0.29 -0.01 -0.01
1979 049 0.03 044 -0.02 0.03 | 1998 0.32 0.02 0.23 0.07 0.00
1980 0.48 0.03 043 -0.02 0.04 | 1999 0.30 0.02 0.28 0.01 0.00
1981 047 0.03 041 -0.02 0.05 | 2000 0.31 0.02 0.29 0.00 0.01
1982 047 0.03 040 0.01 0.03 | 2001 0.32 0.02 0.31 -0.02 0.01
1983 047 0.04 0.38 0.04 0.02 | 2002 0.31 0.01 026 0.02 0.01
1984 046 0.04 0.28 0.10 0.04 | 2003 0.29 0.01 0.32 -0.03 -0.02
1985 0.44 0.04 0.36 0.01 0.02 | 2004 0.27 0.00 0.34 -0.06 -0.02
1986 0.41 0.04 0.36 0.00 0.01 | 2005 0.27 0.00 0.34 -0.05 -0.02
1987 0.40 0.04 040 -0.04 0.00 | 2006 0.27 0.00 0.40 -0.12 0.00
1988 0.39 0.04 0.28 0.06 0.01 | 2007 0.25 -0.01 0.36 -0.07 -0.03
1989 0.39 0.04 0.27 0.07 0.01 | 2008 0.24 -0.01 0.33 -0.07 -0.02
1990 0.36  0.04 0.32 0.01 -0.01]2009 0.27 -0.01 0.32 -0.02 -0.02
1991 0.35 0.03 0.26 0.05 0.01 | 2010 0.26 -0.02 0.25 0.05 -0.03
1992 0.33 0.03 0.25 0.04 0.01 | 2011 0.23 -0.02 0.35 -0.06 -0.03
1993 0.32 0.04 0.21 0.07 0.00 | 2012 0.26 -0.02 0.28 0.03 -0.03
1994 0.31 0.03 0.24 0.05 -0.01]2013 0.23 -0.02 0.36 -0.09 -0.03

Notes: Total, EC and CC respectively denote total difference, endowments component and

coefficients component.
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F Additional Tables and Figures

Table 27: 10th percentile decomposition, actual earnings for participants (Frank copula)
Year Total EC CC SC  PC | Year Total EC CC SC PC
1976 0.29 -0.01 0.30 -0.03 0.04 | 1995 0.16 -0.03 0.20 0.04 -0.05
1977 0.26 -0.02 0.26 -0.02 0.02 | 1996 0.16 -0.03 0.34 -0.11 -0.05
1978 0.27 -0.01 0.35 -0.06 0.00 | 1997 0.17 -0.03 0.31 -0.08 -0.04
1979 0.27 -0.01 0.35 -0.07 -0.01] 1998 0.14 -0.03 0.18 0.04 -0.05
1980 0.25 -0.01 0.32 -0.06 0.00 | 1999 0.17 -0.03 0.37 -0.12 -0.05
1981  0.23 -0.02 0.29 -0.05 0.00 | 2000 0.16 -0.03 0.30 -0.08 -0.03
1982 0.23 -0.01 0.31 -0.06 -0.01]| 2001 0.16 -0.03 0.31 -0.09 -0.02
1983 0.21 -0.02 0.30 -0.05 -0.02 | 2002 0.14 -0.03 0.27 -0.07 -0.03
1984 0.21 -0.02 0.16 0.06 0.00 | 2003 0.13 -0.03 0.35 -0.13 -0.05
1985 0.20 -0.02 0.27 -0.05 -0.01 | 2004 0.12 -0.04 0.35 -0.14 -0.05
1986 0.18 -0.02 0.31 -0.08 -0.03 | 2005 0.13 -0.04 0.37 -0.15 -0.05
1987 0.19 -0.02 0.38 -0.12 -0.05| 2006 0.15 -0.04 0.40 -0.17 -0.03
1988 0.20 -0.01 0.26 -0.02 -0.03 | 2007 0.14 -0.04 0.43 -0.18 -0.07
1989 0.21 -0.01 0.23 0.01 -0.02]2008 0.12 -0.05 0.46 -0.21 -0.08
1990 0.20 -0.01 0.32 -0.04 -0.07| 2009 0.12 -0.05 0.31 -0.08 -0.05
1991 0.16 -0.02 0.22 -0.01 -0.03 | 2010 0.14 -0.05 0.21 0.01 -0.04
1992 0.15 -0.02 0.20 -0.01 -0.03 | 2011 0.13 -0.05 0.45 -0.21 -0.07
1993 0.14 -0.02 0.11 0.09 -0.03|2012 0.11 -0.04 0.21 0.00 -0.06
1994 0.14 -0.03 0.15 0.05 -0.04 | 2013 0.10 -0.05 0.38 -0.19 -0.05

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Table 28: 25th percentile decomposition, actual earnings for participants (Frank copula)
Year Total EC CC SC  PC | Year Total EC CC SC PC
1976 0.39 0.00 0.38 -0.03 0.04 | 1995 0.21 -0.02 0.26 0.03 -0.06
1977 0.37 -0.01 0.36 -0.02 0.03 | 1996 0.20 -0.02 0.39 -0.11 -0.06
1978 0.37 0.00 0.44 -0.06 0.00 | 1997 0.21 -0.02 0.36 -0.08 -0.05
1979 0.36  0.00 0.43 -0.07 -0.01] 1998 0.21 -0.03 0.25 0.04 -0.05
1980 0.36 -0.01 0.42 -0.06 0.00 | 1999 0.22 -0.02 042 -0.12 -0.06
1981 0.34 -0.01 0.39 -0.05 0.00 | 2000 0.21 -0.02 0.35 -0.08 -0.03
1982 0.34 -0.01 0.41 -0.06 -0.01 | 2001 0.19 -0.03 0.34 -0.09 -0.02
1983 0.31 -0.01 0.39 -0.05 -0.03| 2002 0.18 -0.02 0.31 -0.07 -0.03
1984 0.29 -0.01 0.24 0.05 0.00 | 2003 0.17 -0.03 0.39 -0.13 -0.06
1985 0.29 -0.01 0.36 -0.05 -0.01 | 2004 0.15 -0.04 0.39 -0.14 -0.05
1986 0.29 -0.01 0.40 -0.08 -0.03 | 2005 0.16 -0.04 0.40 -0.15 -0.05
1987 0.28 -0.01 0.46 -0.12 -0.05| 2006 0.16 -0.04 0.43 -0.19 -0.04
1988 0.27 0.00 0.32 -0.02 -0.03 | 2007 0.16 -0.04 0.45 -0.18 -0.07
1989 0.28 0.00 0.30 0.01 -0.02|2008 0.15 -0.05 047 -0.21 -0.07
1990 0.26 -0.01 0.37 -0.04 -0.07| 2009 0.16 -0.05 0.33 -0.07 -0.05
1991 0.23 -0.01 0.28 -0.01 -0.03|2010 0.16 -0.05 0.25 0.01 -0.05
1992 0.23 -0.01 0.28 -0.01 -0.03|2011 0.15 -0.05 043 -0.17 -0.06
1993 0.21 -0.01 0.18 0.08 -0.03|2012 0.15 -0.05 0.25 0.00 -0.06
1994 0.19 -0.02 0.20 0.05 -0.04|2013 0.13 -0.05 041 -0.17 -0.05

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Table 29: 50th percentile decomposition, actual earnings for participants (Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC  PC
1976 0.47 0.01 044 -0.03 0.05 | 1995 0.26 0.00 0.29 0.03 -0.05
1977 0.45 0.01 043 -0.02 0.03 | 1996 0.26 -0.01 0.41 -0.10 -0.05
1978 0.46 0.01 052 -0.06 0.00 | 1997 0.25 -0.01 0.38 -0.07 -0.05
1979 0.46 0.01 053 -0.07 -0.01 | 1998 0.25 -0.01 0.28 0.03 -0.05
1980 0.46 0.01 0.52 -0.06 0.00 | 1999 0.25 -0.01 0.42 -0.10 -0.05
1981 0.44 0.00 0.49 -0.05 0.00 | 2000 0.25 -0.01 0.36 -0.07 -0.03
1982 0.44 0.01 0.50 -0.06 -0.01| 2001 0.23 -0.01 0.35 -0.08 -0.02
1983 0.41 0.00 048 -0.05 -0.03 | 2002 0.22 -0.01 0.32 -0.06 -0.03
1984 0.39 0.01 0.33 0.05 0.00 | 2003 0.21 -0.02 0.39 -0.11 -0.05
1985 0.39 0.01 0.44 -0.05 -0.01| 2004 0.19 -0.03 0.39 -0.13 -0.05
1986  0.37 0.01 047 -0.08 -0.03 | 2005 0.20 -0.03 0.40 -0.13 -0.05
1987 0.36 0.01 0.52 -0.12 -0.05| 2006 0.20 -0.03 0.44 -0.18 -0.03
1988 0.34 0.01 0.37 -0.01 -0.03 | 2007 0.19 -0.04 0.43 -0.15 -0.06
1989 0.35 0.01 0.35 0.01 -0.02| 2008 0.18 -0.04 0.45 -0.18 -0.06
1990 0.32 0.01 040 -0.03 -0.06 | 2009 0.19 -0.04 0.34 -0.06 -0.05
1991 0.30 0.00 0.33 -0.01 -0.03 | 2010 0.19 -0.04 0.27 0.01 -0.04
1992 0.29 0.00 0.32 -0.01 -0.03| 2011 0.18 -0.04 0.42 -0.14 -0.06
1993 0.27 0.00 0.24 0.06 -0.03| 2012 0.18 -0.04 0.28 0.00 -0.06
1994 0.25 0.00 0.25 0.04 -0.04| 2013 0.17 -0.04 0.41 -0.15 -0.05

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coeflicients component, selection component and participation component.
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Table 30: 75th percentile decomposition, actual earnings for participants (Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC  PC
1976 0.49 0.02 045 -0.04 0.05 | 1995 0.29 0.02 0.30 0.02 -0.04
1977 048 0.02 045 -0.02 0.03 | 1996 0.28 0.01 0.40 -0.08 -0.04
1978 0.49 0.02 0.53 -0.06 0.00 [ 1997 0.28 0.01 0.36 -0.06 -0.04
1979 0.50 0.02 0.56 -0.07 -0.01| 1998 0.28 0.00 0.29 0.02 -0.04
1980 0.50 0.02 0.55 -0.07 0.00 [ 1999 0.27 0.01 0.39 -0.08 -0.04
1981 0.48 0.01 0.52 -0.06 0.00 | 2000 0.27 0.00 0.36 -0.06 -0.03
1982 0.48 0.02 0.53 -0.06 -0.01| 2001 0.26 0.00 0.36 -0.08 -0.02
1983 0.46 0.02 0.51 -0.04 -0.02 | 2002 0.26 0.00 0.33 -0.05 -0.02
1984 0.44 0.02 0.37 0.04 0.00 | 2003 0.24 0.00 0.38 -0.09 -0.04
1985 0.43 0.02 046 -0.04 -0.01| 2004 0.23 -0.01 0.38 -0.10 -0.04
1986 0.41 0.02 049 -0.07 -0.03 | 2005 0.23 -0.01 0.39 -0.11 -0.04
1987 0.40 0.02 0.51 -0.10 -0.04 | 2006 0.24 -0.02 0.44 -0.16 -0.03
1988 0.39 0.03 040 -0.01 -0.02 | 2007 0.21 -0.02 0.41 -0.12 -0.05
1989 0.37 0.02 0.36 0.01 -0.02| 2008 0.21 -0.03 0.44 -0.15 -0.05
1990 0.36  0.02 0.40 -0.02 -0.05]2009 0.22 -0.03 0.34 -0.04 -0.04
1991 0.33 0.02 0.35 -0.01 -0.02| 2010 0.22 -0.03 0.28 0.01 -0.04
1992 0.32 0.02 0.33 -0.01 -0.02| 2011 0.21 -0.03 0.40 -0.11 -0.05
1993 0.31 0.02 0.27 0.05 -0.02| 2012 0.22 -0.03 0.30 0.00 -0.05
1994 0.29 0.02 0.28 0.03 -0.03|2013 0.21 -0.03 0.40 -0.12 -0.04

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coeflicients component, selection component and participation component.
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Table 31: 90th percentile decomposition, actual earnings for participants (Frank copula)
Year Total EC CC SC PC | Year Total EC CC SC  PC
1976 0.49 0.03 045 -0.04 0.04 | 1995 0.31 0.03 0.30 0.01 -0.04
1977 0.49 0.03 044 -0.02 0.03 | 1996 0.29 0.02 0.38 -0.07 -0.04
1978 0.49 0.03 0.52 -0.06 0.00 | 1997 0.29 0.02 0.35 -0.05 -0.03
1979 0.49 0.03 0.54 -0.08 -0.01] 1998 0.31 0.02 0.31 0.02 -0.03
1980 0.49 0.03 0.53 -0.07 0.00 [ 1999 0.29 0.02 0.38 -0.07 -0.04
1981 0.47 0.03 0.50 -0.06 0.00 | 2000 0.31 0.02 0.37 -0.06 -0.02
1982 0.48 0.03 0.51 -0.05 -0.01| 2001 0.32 0.02 0.39 -0.07 -0.02
1983 0.48 0.04 0.50 -0.04 -0.02| 2002 0.30 0.01 0.36 -0.05 -0.02
1984 0.46 0.04 0.38 0.04 0.00 | 2003 0.28 0.01 0.39 -0.08 -0.04
1985 0.44 0.04 045 -0.04 -0.01] 2004 0.27 0.00 0.40 -0.10 -0.04
1986 0.41 0.04 046 -0.06 -0.02| 2005 0.27 0.00 0.41 -0.10 -0.04
1987 0.40 0.04 048 -0.08 -0.04 | 2006 0.27 0.00 0.47 -0.17 -0.03
1988 0.39 0.04 0.38 -0.01 -0.02| 2007 0.25 -0.01 042 -0.11 -0.05
1989 0.39 0.04 0.36 0.01 -0.02| 2008 0.23 -0.01 0.43 -0.14 -0.05
1990 0.36 0.04 0.38 -0.02 -0.04 | 2009 0.27 -0.01 0.36 -0.04 -0.04
1991 0.35 0.03 0.35 -0.01 -0.02 | 2010 0.25 -0.02 0.30 0.01 -0.04
1992 0.33 0.03 0.32 -0.01 -0.02| 2011 0.23 -0.02 0.39 -0.10 -0.05
1993 0.32 0.04 0.27 0.04 -0.02| 2012 0.25 -0.02 0.31 0.00 -0.05
1994 0.31 0.03 0.28 0.02 -0.03| 2013 0.22 -0.02 0.40 -0.11 -0.04

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coeflicients component, selection component and participation component.
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Table 32: 10th percentile decomposition, actual earnings for the full population (Frank
copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976  0.00 0.00 0.00 0.00 0.00 | 1995 0.00 0.00 0.00 0.00 0.00
1977 0.00 0.00 0.00 0.00 0.00 | 1996 0.00 0.00 0.00 0.00 0.00
1978 0.00 0.00 0.00 0.00 0.00 | 1997 0.00 0.00 0.00 0.00 0.00
1979 0.00 0.00 0.00 0.00 0.00 | 1998 0.00 0.00 0.00 0.00 0.00
1980 0.00 0.00 0.00 0.00 0.00 | 1999 0.00 0.00 0.00 0.00 0.00
1981 0.00 0.00 0.00 0.00 0.00 | 2000 0.00 0.00 0.00 0.00 0.00
1982 0.00 0.00 0.00 0.00 0.00|2001 0.00 0.00 0.00 0.00 0.00
1983 0.00 0.00 0.00 0.00 0.00 |2002 0.00 0.00 0.00 0.00 0.00
1984 0.00 0.00 0.00 0.00 0.00 |2003 0.00 0.00 0.00 0.00 0.00
1985 0.00 0.00 0.00 0.00 0.00 | 2004 0.00 0.00 0.00 0.00 0.00
1986 0.00 0.00 0.00 0.00 0.00 | 2005 0.00 0.00 0.00 0.00 0.00
1987 0.00 0.00 0.00 0.00 0.00 | 2006 0.00 0.00 0.00 0.00 0.00
1988 0.00 0.00 0.00 0.00 0.00 | 2007 0.00 0.00 0.00 0.00 0.00
1989 0.00 0.00 0.00 0.00 0.00 | 2008 0.00 0.00 0.00 0.00 0.00
1990 0.00 0.00 0.00 0.00 0.00 | 2009 0.00 0.00 0.00 0.00 0.00
1991  0.00 0.00 0.00 0.00 0.00 |2010 0.00 0.00 0.00 0.00 0.00
1992  0.00 0.00 0.00 0.00 0.00|2011 0.00 0.00 0.00 0.00 0.00
1993 0.00 0.00 0.00 0.00 0.00 |2012 0.00 0.00 0.00 0.00 0.00
1994 0.00 0.00 0.00 0.00 0.00 |2013 0.00 0.00 0.00 0.00 0.00

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Table 33: 25th percentile decomposition, actual earnings for the full population (Frank
copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976  0.00 0.00 0.00 0.00 0.00 | 1995 0.00 0.00 0.00 0.00 0.00
1977 0.00 0.00 0.00 0.00 0.00 | 1996 0.00 0.00 0.00 0.00 0.00
1978 0.00 0.00 0.00 0.00 0.00 | 1997 0.00 0.00 0.00 0.00 0.00
1979 0.00 0.00 0.00 0.00 0.00 | 1998 0.00 0.00 0.00 0.00 0.00
1980 0.00 0.00 0.00 0.00 0.00 | 1999 0.00 0.00 0.00 0.00 0.00
1981 0.00 0.00 0.00 0.00 0.00 | 2000 0.00 0.00 0.00 0.00 0.00
1982 0.00 0.00 0.00 0.00 0.00|2001 0.00 0.00 0.00 0.00 0.00
1983 0.00 0.00 0.00 0.00 0.00 |2002 0.00 0.00 0.00 0.00 0.00
1984 0.00 0.00 0.00 0.00 0.00 |2003 0.00 0.00 0.00 0.00 0.00
1985 0.00 0.00 0.00 0.00 0.00 | 2004 0.00 0.00 0.00 0.00 0.00
1986 0.00 0.00 0.00 0.00 0.00 | 2005 0.00 0.00 0.00 0.00 0.00
1987 0.00 0.00 0.00 0.00 0.00 | 2006 0.00 0.00 0.00 0.00 0.00
1988 0.00 0.00 0.00 0.00 0.00 | 2007 0.00 0.00 0.00 0.00 0.00
1989 0.00 0.00 0.00 0.00 0.00 | 2008 0.00 0.00 0.00 0.00 0.00
1990 0.00 0.00 0.00 0.00 0.00 | 2009 0.00 0.00 0.00 0.00 0.00
1991  0.00 0.00 0.00 0.00 0.00 |2010 0.00 0.00 0.00 0.00 0.00
1992  0.00 0.00 0.00 0.00 0.00|2011 0.00 0.00 0.00 0.00 0.00
1993 0.00 0.00 0.00 0.00 0.00 |2012 0.00 0.00 0.00 0.00 0.00
1994 0.00 0.00 0.00 0.00 0.00 |2013 0.00 0.00 0.00 0.00 0.00

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Table 34: 50th percentile decomposition, actual earnings for the full population (Frank
copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976  2.50 0.00 0.42 -0.03 2.11 | 1995 2.26 -0.02 0.28 0.03 1.97
1977 251  0.00 0.40 -0.02 2.12|1996 2.27 -0.02 0.40 -0.10 1.98
1978 2,50 0.00 0.48 -0.05 2.07 | 1997 2.28 -0.02 0.37 -0.07 2.00
1979 252 0.00 0.48 -0.06 2.10| 1998 1.15 -0.03 0.28 0.03 0.87
1980 2.50 0.00 0.46 -0.05 2.09 | 1999 0.98 -0.02 0.43 -0.10 0.68
1981 2.42 0.00 0.43 -0.05 2.04 | 2000 0.86 -0.02 0.36 -0.07 0.58
1982 234 0.00 0.42 -0.05 1.96 | 2001 0.80 -0.02 0.34 -0.08 0.56
1983 2.24  0.00 0.40 -0.05 1.89|2002 0.88 -0.02 0.32 -0.06 0.64
1984 2.23  0.00 0.26 0.05 1.92]2003 1.09 -0.03 0.40 -0.12 0.84
1985 2.2 0.01 0.37 -0.04 1.93|2004 230 -0.04 0.39 -0.13 2.07
1986 2.30 0.01 0.41 -0.07 1.95| 2005 229 -0.04 041 -0.14 2.06
1987 2.32  0.01 0.47 -0.11 1.95| 2006 143 -0.04 0.42 -0.16 1.21
1988 2.35 0.01 0.34 -0.02 2.01|2007 1.07 -0.05 0.45 -0.16 0.83
1989 236 0.01 0.32 0.01 2.02|2008 091 -0.06 0.48 -0.19 0.68
1990 2.38 0.00 0.39 -0.03 2.02|2009 225 -0.06 0.34 -0.06 2.03
1991 233 -0.01 0.31 -0.01 2.04| 2010 2.15 -0.07 0.25 0.01 1.96
1992 229 -0.01 0.30 -0.01 2.01|2011 211 -0.07 043 -0.16 1.92
1993 226 -0.01 0.21 0.07 2.00]| 2012 213 -0.07 0.27 0.00 1.93
1994 223 -0.02 0.23 0.04 1982013 213 -0.07 041 -0.15 1.95

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.

100



Table 35: 75th percentile decomposition, actual earnings for the full population (Frank
copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 0.89 0.02 045 -0.03 0441|1995 046 0.01 030 0.02 0.14
1977 0.86 0.02 045 -0.02 0.40] 1996 0.45 0.00 0.40 -0.08 0.12
1978  0.84 0.02 054 -0.06 0.33] 1997 0.43 0.00 0.37 -0.05 0.12
1979 0.81 0.02 0.56 -0.07 0.30| 1998 0.43 0.00 0.30 0.02 0.11
1980 0.77 0.02 0.55 -0.06 0.26 | 1999 0.43 0.00 0.40 -0.08 0.11
1981  0.75 0.02 0.52 -0.05 0.27 | 2000 0.42 0.00 0.36 -0.06 0.12
1982 0.76 0.02 0.52 -0.05 0.27] 2001 0.40 0.00 0.35 -0.07 0.13
1983 0.74 0.02 0.51 -0.04 0.26 | 2002 0.40 -0.01 0.33 -0.05 0.12
1984 0.70 0.02 0.37 0.04 0.27|2003 0.38 -0.01 0.38 -0.09 0.11
1985 0.67 0.02 046 -0.04 0.23 | 2004 0.37 -0.02 0.38 -0.10 0.11
1986 0.66 0.02 0.49 -0.07 0.21 | 2005 0.38 -0.02 0.39 -0.11 0.12
1987 0.64 0.03 0.52 -0.10 0.19 | 2006 0.37 -0.02 043 -0.15 0.12
1988 0.58 0.03 0.40 -0.01 0.17 | 2007 0.36 -0.03 0.42 -0.12 0.10
1989 0.56 0.02 0.36 0.01 0.16 | 2008 0.34 -0.03 0.44 -0.15 0.08
1990 0.54 0.02 040 -0.02 0.14 | 2009 0.36 -0.04 0.34 -0.05 0.10
1991 0.1 0.01 0.35 -0.01 0.16 | 2010 0.35 -0.04 0.28 0.01 0.10
1992 0.49 0.01 0.33 -0.01 0.15|2011 0.35 -0.04 041 -0.12 0.10
1993 0.46 0.01 026 0.05 0.14]2012 0.36 -0.04 0.30 0.00 0.10
1994 0.46 0.01 0.27 0.03 0.14 | 2013 0.36 -0.04 0.40 -0.12 0.11

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Table 36: 90th percentile decomposition, actual earnings for the full population (Frank
copula)
Year Total EC CC SC PC | Year Total EC CC SC PC
1976 0.68 0.03 0.45 -0.03 0.23 | 1995 0.39 0.03 0.29 0.01 0.06
1977 0.67 0.03 044 -0.01 0.21 1996 0.38 0.02 0.37 -0.06 0.06
1978 0.67 0.03 0.53 -0.06 0.17 ] 1997 0.37 0.01 0.34 -0.05 0.06
1979 0.67 0.03 0.55 -0.07 0.16 | 1998 0.38 0.01 0.30 0.02 0.05
1980 0.64 0.03 0.53 -0.06 0.15]1999 0.38 0.02 0.38 -0.07 0.05
1981 0.63 0.03 0.51 -0.05 0.15] 2000 0.38 0.01 0.35 -0.05 0.06
1982 0.63 0.03 0.52 -0.05 0.14 | 2001 0.38 0.01 0.37 -0.07 0.07
1983 0.62 0.03 051 -0.04 0.11| 2002 0.38 0.01 0.35 -0.05 0.07
1984 0.58 0.04 0.38 0.04 0.13]2003 0.37 0.00 0.39 -0.08 0.05
1985 0.56 0.04 045 -0.04 0.11]2004 0.35 0.00 0.39 -0.09 0.06
1986 0.54 0.04 0.46 -0.06 0.10 | 20056 0.35 -0.01 0.39 -0.09 0.05
1987 0.52 0.04 048 -0.08 0.08 2006 0.35 -0.01 045 -0.15 0.06
1988 0.50 0.04 0.39 -0.01 0.08 | 2007 0.34 -0.02 041 -0.10 0.05
1989 047 0.03 035 0.01 0.08 2008 0.32 -0.02 0.43 -0.13 0.04
1990 0.46 0.04 0.38 -0.02 0.06 | 2009 0.35 -0.02 0.36 -0.04 0.05
1991 0.44 0.03 0.34 -0.01 0.08 | 2010 0.32 -0.03 0.30 0.01 0.05
1992 0.41 0.03 0.32 -0.01 0.07 2011 0.32 -0.02 0.40 -0.09 0.04
1993 0.40 0.03 0.27 0.04 0.06| 2012 0.34 -0.02 0.32 0.00 0.05
1994 0.39 0.03 0.28 0.02 0.06| 2013 0.32 -0.03 0.40 -0.10 0.05

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Figure 7: Actual earnings distributions for male participants
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Figure 8: Actual earnings distributions for the full male population
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Figure 9: Potential earnings distributions for the full male population
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estimate with the Frank copula, heterogeneous across race; the dotted orange line denotes the estimate with
the Frank copula, heterogeneous across education level; the dashed-dotted cyan line denotes the estimate
with the Frank copula, heterogeneous across marital status.
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Figure 10: Actual earnings distributions for female participants
Mean P10

2.5 7 1.8
1.75
241
1.7 ¢
2.3
1657
2.2 ' ' ' ' 1.6 ' ' ' '
1980 1990 2000 2010 1980 1990 2000 2010
P25 P50
2.15 - - - - 2.6 - -
217
2057t
2 -
1.95 ' ' ' ' 2.2 ' ' ' '
1980 1990 2000 2010 1980 1990 2000 2010
P75 P90
2.9 - 34 - -

287
3.2 7

2.7

2.6

2.5 2.8

1980 1990 2000 2010 1980 1990 2000 2010
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the Frank copula, heterogeneous across education level; the dashed-dotted cyan line denotes the estimate

with the Frank copula, heterogeneous across marital status.
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Figure 11: Actual earnings distributions for the full female population
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with the Frank copula, heterogeneous across marital status.
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Figure 12: Potential earnings distributions for the full female population
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the Frank copula, heterogeneous across education level; the dashed-dotted cyan line denotes the estimate
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108



Table 37: Self-selection decomposition (Gaussian copula)
Year Total EC SC PC | Year Total EC SC PC
1976 0.2 -0.1 -27 31 (11995 0.0 0.1 26 -26
977 09 -01 -09 1.9 1996 -79 0.0 -55 -24
1978 -49 -01 -47 -0.1]1997 -6.5 0.0 -43 -23
1979 -50 -0.1 -45 -04]1998 -11 00 1.2 -23
1980 -46 -01 -47 0.1 (1999 -57 0.0 -33 -24
1981 -36 0.0 -3.8 0.2 ]2000 -6.1 0.0 -46 -1.5
1982 -47 0.0 -4.0 -0.7]2001 -6.6 0.0 -53 -1.3
1983 -24 00 -1.0 -1.5]2002 -51 0.0 -3.7 -15
1984 46 0.0 43 0.3 ]2003 -88 0.0 -64 -24
1985 -44 00 -3.6 -0.8]2004 -81 0.0 -59 -22
1986 -58 0.0 -42 -1.5]2005 -89 0.0 -6.7 -2.2
1987 -95 0.0 -7.0 -26|2006 -12.1 0.0 -104 -1.6
1988 -14 0.0 -0.1 -1.3]2007 -114 0.0 -84 -3.0
1989 03 00 16 -1.2]2008 -125 0.0 -94 -3.0
1990 -5.7 0.0 -28 -29]2009 -46 0.1 -23 -23
1991 -16 0.0 -03 -1.3]2010 -04 02 16 -2.2
1992 -15 0.0 -0.1 -14]2011 -86 0.0 -6.0 -2.6
1993 22 0.0 38 -1.7]2012 -15 02 09 -25
1994 -05 00 15 -201]2013 -92 00 -6.8 -24

Notes: Total, EC, SC and PC respectively denote total difference, endowments

component, selection component and participation component.
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Table 38: Actual earnings distributions for participants by gender (Gaussian copula)

Male Female
Year Mean P10 P25 P50 P75 P90 | Mean P10 P25 P50 P75 P90
1976 2.72 2.03 240 2.77 3.09 335| 230 1.74 2.00 230 260 2.86
1977  2.73 2.03 240 2.78 3.10 337 | 232 1.77 203 233 2.62 2.88
1978 2.74 2.03 240 2.78 3.12 338 | 231 1.76 2.02 233 263 2.89
1979 275 2.05 240 2.79 3.13 339 | 233 1.78 2.04 233 2.63 2.90
1980 2.73 2.03 240 2.78 3.12 338 | 232 1.78 2.04 232 262 2289
1981 2.69 197 234 2.73 3.07 334 | 229 174 200 229 259 287
1982 2.67 195 231 271 3.06 334 | 227 1.72 198 228 259 2386
1983 2.65 191 228 270 3.07 336 | 228 1.71 198 229 260 2.88
1984 2.65 190 2.28 2.70 3.07 338| 230 170 199 231 263 291
1985 2.66 1.88 228 271 3.08 338| 231 1.69 199 232 265 294
1986 2.66 1.88 228 271 3.09 339| 232 169 199 233 267 297
1987 2.68 1.89 229 273 3.11 342| 234 170 201 236 271 3.02
1988 2.68 1.89 229 2.72 3.11 342 | 235 1.69 202 238 272 3.03
1989 2.68 190 2.30 2.73 3.11 343 | 236 1.70 2.02 238 273 3.04
1990 2.67 1.89 229 271 3.10 342 | 236 1.69 2.03 239 274 3.06
1991 2.64 1.86 225 2.67 3.07 340| 236 169 201 238 274 3.05
1992 2.62 183 223 267 3.06 339| 236 1.69 201 238 274 3.06
1993  2.62 1.83 223 2.66 3.06 340 | 237 1.69 2.01 239 275 3.07
1994 259 180 2.19 264 3.04 339| 236 1.66 2.00 238 275 3.08
1995 2.60 1.81 220 2.64 3.05 341 | 236 1.65 199 238 2.7 3.10
1996 2.61 1.80 2.19 263 3.04 339| 235 1.65 199 237 2.7 3.10
1997 2.61 1.82 220 2.63 3.04 339| 237 166 200 238 276 3.11
1998 2.63 1.84 223 266 3.06 343 | 239 170 202 240 278 3.12
1999 2.66 1.87 226 2.68 3.08 345 | 241 1.71 204 243 281 3.16
2000 2.68 1.87 226 2.69 3.10 348 | 243 1.71 205 244 2.83 3.17
2001 270 190 227 270 3.11 3.51 | 245 1.74 2.08 247 2.85 3.20
2002 270 190 228 270 3.11 3.52| 247 1.76 2.09 248 286 3.22
2003 2.70 190 228 270 3.12 352 | 248 1.77 210 249 2.88 3.24
2004 2.69 188 226 269 3.12 351 | 248 1.76 2.11 250 2.88 3.25
2005 2.68 1.88 225 268 3.11 3.51 | 247 1.75 2.10 2.49 2.88 3.25
2006 2.68 1.88 224 267 3.10 350 | 246 1.73 2.08 247 2.86 3.23
2007 2.68 1.87 224 267 3.10 3.51| 247 1.73 2.08 248 289 3.27
2008 2.68 1.88 225 267 3.10 350 | 248 1.76 2.10 2.50 2.89 3.28
2009 266 185 223 266 3.10 3.52| 246 1.73 2.08 248 2.88 3.26
2010 2.67 187 225 268 3.12 354 | 248 1.73 2.09 249 290 3.29
2011 266 1.85 222 267 3.11 3.52| 247 1.72 2.07 249 2.89 3.30
2012 264 1.82 221 265 3.10 3.53| 245 1.71 2.06 247 2.88 3.28
2013 264 1.80 219 264 3.09 350 | 245 1.70 2.06 247 2.88 3.28
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Table 39: Actual earnings distributions for the full population by gender (Gaussian copula)
Male Female
Year Mean P10 P25 P50 P75 P90 | Mean P10 P25 P50 P75 P90
1976 1.89 0.00 0.00 2.50 297 3.28| 0.81 0.00 0.00 0.00 2.09 2.60
1977 1.90 0.00 0.00 2.51 299 3.29| 0.85 0.00 0.00 0.00 2.13 2.62
1978 191 0.00 0.00 2.50 3.00 3.31| 0.87 0.00 0.00 0.00 2.16 2.64
1979 194 0.00 0.00 2.52 3.01 3.32| 092 0.00 0.00 0.00 2.20 2.65
1980 192 0.00 0.00 2.50 3.00 3.30 | 0.95 0.00 0.00 0.00 2.23 2.66
1981 1.84 0.00 0.00 242 294 3.26| 093 0.00 0.00 0.00 2.19 2.63
1982 1.76 0.00 0.00 2.34 291 3.25| 0.89 0.00 0.00 0.00 2.15 2.61
1983 1.66 0.00 0.00 2.24 2.88 3.25| 087 0.00 0.00 0.00 2.14 2.63
1984 1.66 0.00 0.00 2.23 2.89 3.26 | 091 0.00 0.00 0.00 2.19 2.67
1985 1.71 0.00 0.00 2.27 290 3.27| 095 0.00 0.00 0.00 2.23 2.71
1986 1.74 0.00 0.00 2.30 292 3.28 | 098 0.00 0.00 0.00 2.26 2.74
1987 1.76 0.00 0.00 2.32 294 3.31| 1.01 0.00 0.00 0.00 2.30 2.79
1988 1.80 0.00 0.00 2.35 295 3.32| 1.10 0.00 0.00 0.00 2.37 2.82
1989 1.81 0.00 0.00 2.36 2.95 3.32| 1.12 0.00 0.00 0.00 2.39 2.84
1990 1.85 0.00 0.00 2.38 294 3.32| 1.14 0.00 0.00 0.00 241 2.86
1991 1.81 0.00 0.00 2.33 291 3.29| 1.14 0.00 0.00 0.00 2.40 2.85
1992  1.77 0.00 0.00 229 2.89 328 | 1.15 0.00 0.00 0.00 240 2.86
1993 1.74 0.00 0.00 2.26 2.88 3.27| 1.14 0.00 0.00 0.00 2.42 287
1994 1.72 0.00 0.00 223 2.86 3.27| 1.13 0.00 0.00 0.00 241 2.87
1995 1.76 0.00 0.00 2.26 287 3.29| 1.15 0.00 0.00 0.00 241 2.89
1996 1.78 0.00 0.00 2.27 287 3.27| 1.18 0.00 0.00 0.00 242 2.89
1997 178 0.00 0.00 2.28 2.87 3.27| 1.19 0.00 0.00 0.00 244 2.90
1998 1.80 0.00 0.00 2.31 2.89 3.30| 1.22 0.00 0.00 1.15 2.46 2.92
1999 186 0.00 0.00 2.36 293 3.33| 1.25 0.00 0.00 1.38 2.50 2.95
2000 1.87 0.00 0.00 2.37 294 3.36| 1.28 0.00 0.00 1.51 2.53 2.98
2001 1.89 0.00 0.00 2.38 295 3.38| 1.31 0.00 0.00 1.58 2.55 3.00
2002 1.87 0.00 0.00 2.37 295 3.39| 1.29 0.00 0.00 1.49 255 3.01
2003 1.82 0.00 0.00 233 294 339 | 1.26 0.00 0.00 1.23 2.55 3.02
2004 1.78 0.00 0.00 2.30 293 3.38 | 1.25 0.00 0.00 0.00 2.55 3.02
2006 1.78 0.00 0.00 229 292 337 | 1.24 0.00 0.00 0.00 2.54 3.03
2006 1.79 0.00 0.00 2.28 291 3.37| 1.25 0.00 0.00 0.86 254 3.01
2007 1.80 0.00 0.00 229 292 338| 1.26 0.00 0.00 1.21 2.55 3.04
2008 1.79 0.00 0.00 229 292 3.37| 1.28 0.00 0.00 1.38 2.57 3.05
2009 1.74 0.00 0.00 2.25 290 3.37| 1.25 0.00 0.00 0.00 2.54 3.03
2010 1.63 0.00 0.00 2.15 289 3.37 | 1.21 0.00 0.00 0.00 2.54 3.05
2011 1.62 0.00 0.00 2.11 2.87 3.36| 1.18 0.00 0.00 0.00 2.53 3.04
2012 1.63 0.00 0.00 2.13 2.87 3.37| 1.18 0.00 0.00 0.00 2.51 3.02
2013 1.65 0.00 0.00 2.13 286 3.35| 1.18 0.00 0.00 0.00 2.51 3.03
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Table 40: Potential earnings distributions for the full population by gender (Gaussian copula)
Male Female
Year Mean P10 P25 P50 P75 P90 | Mean P10 P25 P50 P75 P90
1976 2.81 2.11 248 2.84 3.15 342 | 237 180 2.07 237 2.67 2.92
1977 277 205 243 280 3.12 3.38| 237 1.80 207 237 2.66 291
1978 281 2.09 247 284 3.17 343 | 231 173 201 231 261 287
1979 281 210 246 285 3.18 344 | 231 174 202 231 261 287
1980 2.81 2.09 247 285 3.17 343 | 232 1.76 203 232 261 287
1981 275 2.02 240 2.78 3.12 3.38 | 229 1.73 2.00 229 258 2.85
1982 272 198 236 2.75 3.09 337 | 225 166 194 224 255 282
1983 2.63 1.85 224 266 3.03 3.32| 222 161 190 222 253 281
1984 259 1.77 218 262 3.01 3.30| 231 168 1.98 231 263 2.90
1985 270 1.90 230 2.73 3.10 3.39| 228 1.62 1.93 227 261 2.89
1986 2.69 1.88 229 2.72 3.10 3.39| 226 159 191 226 260 2.89
1987 272 191 232 276 3.13 343 | 223 152 1.8 2.23 259 2.90
1988 2.64 1.80 223 2.67 3.07 3.37| 230 159 193 231 266 2.95
1989 261 1.76 219 264 3.04 335 | 230 160 1.93 231 267 2.96
1990 2.64 1.81 222 266 3.06 3.37| 224 147 1.84 224 262 293
1991 2.60 1.77 218 262 3.02 3.34| 230 1.59 193 230 2.67 297
1992 258 1.74 216 261 3.01 3.33| 230 158 191 229 267 297
1993 248 1.58 202 251 294 328 | 229 155 190 2.29 267 298
1994 249 1.61 2.04 252 295 328 | 226 150 1.8 2.26 2.64 297
1995 246 1.53 198 248 293 328 | 223 144 1.81 222 263 2.96
1996 2.62 1.79 219 263 3.04 337 | 223 145 1.82 223 263 297
1997 2.61 1.78 217 2.61 3.02 3.35| 225 148 1.83 225 264 298
1998 252 1.63 206 253 296 3.31| 227 151 186 226 2.66 2.99
1999 264 1.80 221 264 3.04 339 229 151 1.87 229 268 3.02
2000 2.71 187 227 270 3.11 347 | 235 1.58 194 235 274 3.07
2001 2.75 192 231 273 314 353 | 239 1.62 198 238 277 3.10
2002  2.71 1.88 227 269 3.10 349 | 239 1.62 198 238 2.77 3.11
2003 2.72 188 227 270 3.11 350 | 234 154 191 233 2.74 3.09
2004 271 186 226 2.69 3.11 349 | 236 155 193 235 2.76 3.10
2006 271 188 227 270 3.12 351 ] 234 154 191 234 275 3.10
2006 2.81 196 234 278 322 3.64| 237 157 194 236 2.76 3.11
2007 2.71 1.87 225 269 3.11 351 | 229 143 183 228 272 3.08
2008 2.72 1.89 227 270 3.12 351 | 229 143 184 229 271 3.09
2009 259 1.70 213 258 3.02 342 | 231 147 1.88 230 2.73 3.09
2010 249 153 199 249 296 3.37| 231 146 186 230 2.73 3.11
2011 2.61 1.74 215 260 3.04 344| 226 135 1.79 226 2.70 3.08
2012 247 151 1.96 246 295 337 | 227 141 181 226 270 3.08
2013 2.64 1.77 217 262 3.07 346 | 2.29 142 183 228 2.71 3.10
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Table 41: Self-selection decomposition, heterogeneous copula by race
Year Total EC SC PC | Year Total EC SC PC
1976 13 -02 -26 4.1 (1995 -19 00 1.1 -3.0
1977 23 -02 -42 21 (1996 -104 -0.2 -7.1 -3.0
1978 -89 -05 -9.0 0.6 | 1997 -10.0 -04 -6.6 -3.0
1979 -68 -04 -6.3 -0.1]1998 -45 -0.3 -1.5 -27
1980 -5.0 -0.5 -52 0.7 11999 -11.7 0.0 -87 -3.0
1981 -56 -0.1 -6.0 0.5 2000 -92 -0.1 -73 -1.8
1982 -81 -03 -74 -041]2001 -9.7 -01 -82 -14
1983 -93 -03 -7.7 -14(2002 -78 -02 -6.2 -1.5
1984 -29 0.0 -3.6 0.7 |203 -139 -0.2 -11.0 -2.7
1985 -77 -0.3 -6.3 -1.1]2004 -10.7 00 -83 -24
1986 -10.4 -0.1 -8.2 -2.1 (2005 -124 -0.2 -9.8 -23
1987 -15.0 0.2 -125 -2.8 2006 -13.6 -0.1 -11.6 -1.8
1988 -77 0.1 -6.2 -1.6|2007 -13.6 -0.2 -10.3 -3.1
1989 51 0.1 -3.7 -1.5(2008 -15.2 -0.3 -11.7 -3.3
1990 -84 -02 -45 -3.7(2009 -91 -0.1 -63 -27
1991 -44 -02 -25 -1.7(2010 -28 00 -04 -24
1992 57 0.0 -38 -1.9|2011 -11.7 -0.2 -86 -29
1993 -26 0.2 -0.7 -20(2012 -81 -0.1 -5.2 -28
1994 -44 -03 -1.6 -25|2013 -13.8 -0.2 -10.8 -2.8

Notes: Total, EC, SC and PC respectively denote total difference, endowments

component, selection component and participation component; coefficients
scaled by 100.
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Table 42: Self-selection decomposition, heterogeneous copula by education
Year Total EC SC PC | Year Total EC SC PC
1976 6.2 05 1.5 43 ]199% 06 04 1.7 -1.5
1977 44 06 09 28199 -54 01 -43 -13
978 30 05 1.3 121997 -36 03 -28 -1.1
1979 23 03 09 1.1 ]199%8 ~-1.0 03 0.0 -1.3
1980 28 05 1.2 1.1 1]1999 -24 03 -20 -0.7
1981 04 07 -09 06 |2000 -12 03 -1.3 -0.2
1982 04 07 -0.7 04 2001 -26 02 -22 -0.6
1983 -06 0.8 -0.7 -0.8]2002 03 02 03 -0.2
1984 76 06 58 1.2 ]2003 -69 01 -52 -1.7
1985 -04 0.8 -1.2 0.1 |2004 -46 00 -36 -1.0
1986 -29 08 -2.8 -09]2005 -57 00 -45 -1.2
1987 -6.0 05 -44 -2.1]2006 -40 -0.1 -3.8 -0.1
1988 -03 04 0.1 -0.8]2007 -46 -0.1 -3.3 -1.2
1989 24 05 26 -06]2008 -7.0 -03 -52 -1.6
1990 -14 04 04 -221]2009 -64 -03 -49 -1.2
1991 06 05 06 -0.6]2010 -23 -04 -1.8 -0.2
1992 19 05 19 -06]2011 -82 -04 -63 -14
1993 22 04 25 -0.7]2012 -05 -03 0.3 -0.5
1994 30 04 30 -04]2013 -86 -0.5 -71 -1.1

Notes: Total, EC, SC and PC respectively denote total difference,

endowments component, selection component and participation component;

coefficients scaled by 100.
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Table 43: Self-selection decomposition, heterogeneous copula by marital status
Year Total EC SC PC | Year Total EC SC PC
1976 -84 -02 -6.3 -20/(1995 -42 00 04 -4.7
1977 -84 -0.1 -5.0 -3.2|199 -159 00 -11.6 -4.2
1978 -10.1 -0.1 -6.2 -3.8|1997 -10.1 0.0 -56 -4.5
1979 -12.2 -0.1 -75 -461{1998 -6.2 00 -19 -4.3
1980 -11.7 -0.1 -7.9 -3.7{1999 -11.9 00 -82 -3.7
1981 -69 0.0 -3.7 -3.2|2000 -89 00 -58 -3.1
1982 -7.0 00 -3.6 -341|2001 -74 00 -44 -30
1983 -73 0.0 -2.8 -45]2002 -59 00 -28 -31
1984 -32 00 04 -3612003 -13.1 00 -93 -38
1985 -10.0 0.0 -54 -4512004 -10.0 -0.2 -59 -39
1986 -10.8 0.0 -59 -49]2005 -10.9 00 -64 -4.5
1987 -13.0 0.0 -84 -4.7{2006 -124 -0.1 -84 -4.0
1988 -1.6 0.0 1.8 -3.3|2007 -14.8 -0.1 -10.3 -4.5
1989 -09 00 25 -3412008 -14.1 -0.2 -10.0 -4.0
1990 -10.6 0.0 -5.5 -5.11{2009 -11.6 -0.1 -83 -3.2
1991 -80 0.0 -4.7 -3.3]|2010 -106 -03 -7.1 -3.2
1992 -84 00 -48 -3.61|2011 -153 -0.3 -11.7 -3.3
1993 -54 00 -1.1 -43]|2012 -0.3 02 35 -4.0
1994 -16 00 25 -41]2013 -11.8 -03 -7.7 -3.7

Notes: Total, EC, SC and PC respectively denote total difference, endowments
component, selection component and participation component; coefficients
scaled by 100.
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Table 44: Mean decomposition, actual earnings for participants, heterogeneous copula by
race

Year Total EC CC SC PC | Year Total EC CC SC pPC
1976 0.43 0.01 040 -0.04 0.05 | 1995 0.24 0.00 0.28 0.02 -0.05
1977 041 0.01 043 -0.05 0.03 | 1996 0.25 0.00 042 -0.12 -0.05
1978 043 0.01 052 -0.11 0.01 [ 1997 0.25 -0.01 0.41 -0.11 -0.05
1979 0.42 0.01 0.50 -0.08 0.00 | 1998 0.25 -0.01 0.32 -0.02 -0.04
1980 0.42 0.01 047 -0.07 0.01 | 1999 0.26 0.00 045 -0.14 -0.05
1981 0.40 0.00 047 -0.08 0.01 | 2000 0.25 -0.01 040 -0.12 -0.03
1982 040 0.01 050 -0.10 -0.01 | 2001 0.25 -0.01 0.41 -0.13 -0.02
1983 0.38 0.01 0.50 -0.10 -0.02 | 2002 0.23 -0.01 0.37 -0.10 -0.02
1984 0.36 0.01 0.39 -0.05 0.01 | 2003 0.22 -0.01 046 -0.18 -0.05
1985 0.36  0.01 045 -0.09 -0.02 | 2004 0.20 -0.02 0.40 -0.14 -0.04
1986 0.35 0.01 048 -0.12 -0.03 | 2005 0.21 -0.02 0.44 -0.16 -0.04
1987 0.34 0.01 0.56 -0.19 -0.04 | 2006 0.22 -0.03 046 -0.19 -0.03
1988 0.33 0.01 043 -0.09 -0.02 | 2007 0.20 -0.03 0.47 -0.18 -0.05
1989 0.32 0.01 0.39 -0.06 -0.02 | 2008 0.20 -0.03 0.49 -0.20 -0.06
1990 0.31 0.01 043 -0.07 -0.06 | 2009 0.20 -0.04 0.39 -0.11 -0.05
1991 0.28 0.00 0.34 -0.04 -0.03|2010 0.19 -0.04 0.28 -0.01 -0.04
1992 0.27 0.01 0.35 -0.06 -0.03|2011 0.19 -0.04 044 -0.16 -0.05
1993 0.25 0.00 0.29 -0.01 -0.03|2012 0.19 -0.03 0.36 -0.09 -0.05
1994 0.24 0.00 0.30 -0.03 -0.04 | 2013 0.18 -0.04 046 -0.19 -0.05

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Table 45: Mean decomposition, actual earnings for participants, heterogeneous copula by

education
Year Total EC CC SC PC | Year Total EC CC SC PC

1976 043 0.01 034 0.02 0.06 | 1995 0.24 0.00 0.23 0.03 -0.02
1977 041 0.01 035 0.01 0.04 | 1996 0.25 0.00 0.34 -0.07 -0.02
1978 042 0.01 037 0.02 0.02 | 1997 024 -0.01 031 -0.04 -0.02
1979 042 0.01 038 0.01 0.01 | 1998 0.24 -0.01 0.27 0.00 -0.02
1980 0.41 0.01 037 0.02 0.01 | 1999 0.25 0.00 0.30 -0.03 -0.01
1981 0.39 0.01 0.39 -0.01 0.01 | 2000 0.24 0.00 0.27 -0.02 -0.01
1982 0.40 0.01 0.39 -0.01 0.00 | 2001 0.24 -0.01 0.29 -0.03 -0.01
1983 0.38 0.01 0.38 -0.01 -0.01]|2002 0.22 -0.01 0.23 0.01 0.00
1984 0.35 0.01 0.25 0.08 0.02 | 2003 0.22 -0.01 0.34 -0.08 -0.03
1985 0.35 0.01 035 -0.02 0.00 | 2004 0.20 -0.02 0.29 -0.05 -0.02
1986  0.34 0.01 0.38 -0.04 -0.01|2005 0.21 -0.02 0.32 -0.07 -0.02
1987 0.33 0.01 042 -0.06 -0.03|2006 0.21 -0.02 0.30 -0.06 -0.01
1988 0.32 0.01 032 0.00 -0.01}|2007 0.20 -0.03 0.30 -0.05 -0.03
1989 0.32 0.01 0.28 0.04 -0.01]| 2008 0.19 -0.03 0.32 -0.08 -0.03
1990 0.30 0.01 032 0.01 -0.03|2009 0.20 -0.03 0.33 -0.08 -0.03
1991 0.27 0.01 0.27 0.01 -0.01}|2010 0.19 -0.03 0.26 -0.03 -0.01
1992 0.26 0.01 0.23 0.03 -0.01]| 2011 0.19 -0.03 0.35 -0.09 -0.03
1993 0.25 0.01 021 0.04 -0.01]2012 0.18 -0.03 0.24 0.00 -0.02
1994 0.23 0.00 0.19 0.05 -0.01]| 2013 0.18 -0.04 0.36 -0.12 -0.03

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Table 46: Mean decomposition, actual earnings for participants, heterogeneous copula by

marital status
Year Total EC CC SC PC | Year Total EC CC SC PC

1976 044 0.01 053 -0.08 -0.03]1995 0.24 0.00 0.33 0.00 -0.08
1977 0.41 0.00 0.52 -0.07 -0.04 | 1996 0.26 -0.01 0.54 -0.20 -0.07
1978 0.42 0.00 0.56 -0.09 -0.05]|1997 0.25 0.00 0.44 -0.10 -0.09
1979 0.42 0.01 0.59 -0.10 -0.07| 1998 0.24 -0.01 0.36 -0.03 -0.08
1980 0.42 0.01 057 -0.11 -0.05|1999 0.26 -0.01 046 -0.13 -0.06
1981  0.40 0.00 049 -0.05 -0.04 | 2000 0.25 -0.01 0.40 -0.09 -0.05
1982 0.40 0.00 0.50 -0.05 -0.05|2001 0.24 -0.01 0.37 -0.07 -0.05
1983 0.38 0.00 0.50 -0.04 -0.07 | 2002 0.23 -0.01 0.34 -0.05 -0.05
1984 0.36  0.00 041 0.00 -0.05|2003 0.22 -0.01 0.46 -0.16 -0.07
1985 0.36  0.00 0.52 -0.09 -0.08 | 2004 0.20 -0.02 0.39 -0.10 -0.07
1986  0.34 0.01 0.52 -0.09 -0.08 | 2005 0.21 -0.02 044 -0.12 -0.09
1987 0.34 0.00 0.55 -0.13 -0.08 | 2006 0.22 -0.03 0.46 -0.14 -0.07
1988 0.32 0.00 0.34 0.03 -0.05]|2007 0.20 -0.03 0.51 -0.18 -0.09
1989 0.32 0.01 033 0.03 -0.06| 2008 0.19 -0.03 0.47 -0.16 -0.07
1990 0.31 0.01 048 -0.09 -0.09 | 2009 0.20 -0.04 043 -0.14 -0.06
1991 0.28 0.00 040 -0.07 -0.05|2010 0.20 -0.04 041 -0.11 -0.06
1992 0.27 0.00 041 -0.08 -0.06 | 2011 0.20 -0.04 0.49 -0.19 -0.06
1993 0.25 0.00 0.36 -0.03 -0.08 |2012 0.18 -0.04 0.25 0.04 -0.08
1994 0.23 0.00 0.27 0.04 -0.07|2013 0.18 -0.04 042 -0.13 -0.07

Notes: Total, EC, CC, SC and PC respectively denote total difference, endowments component,

coefficients component, selection component and participation component.
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Figure 13:
heterogeneous copula by race
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Notes: the solid thick blue line denotes the total gap between male and female workers; the solid thin

red line denotes the endowments component; the dashed green line denotes the coefficients component; the

dotted orange line denotes the selection component; the dashed-dotted cyan line denotes the participation

component.
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Figure 14: Unconditional quantiles decompositions, actual earnings for participants,
heterogeneous copula by education
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Figure 15: Unconditional quantiles decompositions, actual earnings for participants,
heterogeneous copula by marital status
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Notes: the solid thick blue line denotes the total gap between male and female workers; the solid thin

red line denotes the endowments component; the dashed green line denotes the coefficients component; the

dotted orange line denotes the selection component; the dashed-dotted cyan line denotes the participation

component.
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